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An extension of the integral method was made to model the case of 

injection into a two-layer system of aquifers with injection into the 

top of the lower layer. An alternating direction implicit (ADI) finite-

difference model was developed to solve the equations describing this 

system. The need for small time steps for model convergence and the 

rapid stabilization of the drawdowns led to the alternative use of an 

analytical method (the Hantush equation for leaky aquifers) to calculate 

drawdowns and drastically reduce computer time. 

Attempts were made to fit the model to data from injection wells in 

Pinellas County, Florida. Data from the injection tests are sparse and 

of questionable quality; however the basic extent of the injected water 

field was reproduced fairly well. Neglect of verti~al flows in the well 

region may be of importance here .. The complicated system here, \..;Hh 

saltwater both above and below the injected water, makes it difficult to 
, 

estimate well concentrations currently. 
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The model developed in this work produces a tool for analysis of 

injections of wastes which should prove useful for preliminary assess-

ments. Work should continue to further the development and test against 

other data. 
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CHAPTER 1 
I NTRODUCTI ON 

Description of Problem 

Many coastal areas have density-stratified, artesian groundwater 

fields due to underlying saltwater and overlying freshwater, all held in 

a seri es of aquifers and semi -confi n i ng beds. In recent years,. these 

saline aquifers have been used in deep injection disposal of treated 

se'l/age and i ndust ri a 1 waste. Potenti a 1 benefits or hazards to ground-

water resources could result from this practice. 

Treated freshwater sewage caul d pass i b ly be injected into coastal 

areas in an effort to stop the landward movement of saltwater intrusion. 

Thi s al so prov; des a conveni ent method of di spas i ng of treated sewage. 

Also, surface runoff and excess potable surface water could be injected 

into a saline aquifer during rainy seasons and periods of excess surface 

water. Later, during dry periods with little rainfall, the previously 

injected water would be pumped from the aquifer for potable use. This 

practice may prove beneficial in many coastal areas of Florida where 

saltwater intrusion has currently eliminated groundwater as a potable 

water resource. 

There are also potential hazards associated with deep-I'/ell injec-

tion. This is a management technique where the technology is still very 

young and the long-term effects of injecting pollutants into an aquifer 

are still not well known. 
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Experts in this field still feel that they are working in an 

unknown area when they pump pollutants into an aquifer. In aquifers of 

low permeability, where water velocities are very low, undesirable 

changes to an aquifer due to injection may go undetected until the 

damage ·is already extensive. Also, in aquifers of low permeability, any 

changes may be essentially lIirreversible ll , making it impossible to undo 

any undesirable effects of pollutant injection within a reasonable time. 

Today, in Florida, there are over fifty injection wel1s that are 

O",·med and operated by munici pal water treatment pl ants,. power pl ants, 

industrial plants, and agricultural cooperatives. The majority of 

injection wells in Florida are useCi for disposal of sanitary sewage. 

There are also numerous gravity-driven drainage wells in Florida. With 

these wells in existence and with the increasing popularity of injection 

disposal of waste, the risk of extensive damage to potable water aqui-

fers increases. If migration of pollutants is not anticipated_ cor-

rectly, the pollutants could appear in areas where they are undesirable. 

It has long been recogni zed that· a tool is needed to p redi ct the 

effects of injecting a light fluid into a heavier fluid. It is the 

objective of this work to discuss several modeling methods available and 

to develop one or more of these techniques for use by persons involved 

in deep-well injection. 

The goal is to develop a numerical, or semi-numerical, scheme for 

the prediction of eff~cts of an injection well, or a series of injection 

well s, on an aquifer. It is desi red to create such a program that would 

be usable by consulting firms and regulatory agencies; to this end, - it 

is desired that the computer capacity requirements are small enough that 

modeling could take place on a micro-computer. This would put advanced 
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modeling techniques within the grasp of persons previously not able to 

utilize them. It is important to real i ze that such technology may be 

mi sused by persons who do not understand the physical background of the 

model and its limitations. For this reason, a complete description of 

the model development has been included in this thesis. 

Methodology 

To develop a usable model of an injection well in a salt-water 

aquifer it will fi rst be necessary to review the existing groundwater 

mode 1 i ng 1 iterature. There is much i nformati on about the saltwater 

intrusion problem, which is analogous to the injection situation. 

Unfortunately, even most current stratified groundwater-flow models make 

the simplifying assumption of a sharp interface between the freshwater 

and saltwater. The actual change from fresh to saltwater occurs through 

a transition zone of varying density and salt concentration. It is 

desirable to locate the transition zone and use it to calculate salt 

concentrations within the pumping region. 

Benedict, Rubin, and Means [1983J developed a three-dimensional 

saltwater upconing model that accounted for the transition zone using an 

integral technique. This model could be modified and the theory 

extended to simulate the injection problem. Although this model uses 

much less computer time than large-scale numerical models, several 

simplifying assumptions, based on analysis of the basic equations, could 

be made to further reduce its run-time cost. It has been observed that 

in the upconing model there are some numerical problems encountered in 

the transition zone calculations (see Chapter 5). These and other 

problems must be worked out before a modification of the upconing model 

could be considered. 
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Once a model has been developed, it will be necessary to compare 

its output to actual injection well field-data. Suitable data has been 

obtained from a U.S. Geological Survey report on several injection wells 

in the Pinellas County, Florida area. 

Once the validity of the model has been verified, the model will be 

tested to establish limits for numerical convergence and stability. as 

well as model sensitivity to input parameters, as well as defining. 

1 imits of model appl i cabil ity. The fi nal model shoul d provide a useful 

tool for assessment of injection well impact, while at the same time 

being of a scale and cost as to be useful to many professionals. 
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CHAPTER 2 
LITERATURE REVIE~ 

Int roduct i on 

In this chapter a review will be made of available literature 

covering stratified groundwater flow as it applies to the injection 

situation. Injection of freshwater into a saltwater aquifer is a pheno-

menon that is somewhat analogous to that of saline intrusion due to 

pumpi ng. For thi s reason, and because there is 1 ess speci fi c informa-

tion available about injection modeling, part of the literature revie\'J 

will be of the saltwater .intrusion situation. 

Magnitude of Problem 

Injection vlells have been of interest in this country for years. 

They have been concei ved as a m2ans of waste di sposal; as a means of 

recharging aquifers; as a means of increasing local potentiometric 

heads, thereby reducing potential for saltwater intrusion; or as some 

combination of these. Of particular concern is Florida, where the large 

coastal region offers many possibilities for injection into saline 

regions. Helpling [1980J noted that in 1980 at least ninety-one injec-

tion wells were being considered, planned, or were in operation in 

Florida. CH 2M Hill [1983J lists a large number of such sites, probably 

representing about 75 percent of existing injection sites in Florida. 

Table 2.1 lists wells in Florida to give an indication of the types of 

injection wells existing. 



Table 2.1 Some injection wells in the State of Florida 

Location 

Number of Wells, 
(Diameter) 

Injection Monitor 

Well 
Depth 
(ft) 

"-----------

Sugar Cane Growers Coopera­
tive of Florida 

General Waterworks Corpora­
tion 

~nerican Cyanamid 

The Quaker Oats Company 

City of t~argate 

Florida Power & Light Co. 

Florida Power & Light Co. 

City of Sarasota 

Ci ty of Stuart 

2 (8 11 ) 1 (6") 2,000 

2 (16") 3,100 

1 (6 11 ) 1,547 

3 (10") 3 (6") 3,300 

1 (24") 1 (9-5/8 11 ) 3,200 

1 (12") 1,500 

1 (12") 1,600 

1 (16") 3,000 

1 (16 11 ) 1 (8 11 ) ,3,000 

Year 
Comp"' eted 

1966 

1970 

1971 

1971 

1977 

1974 

1974 

1974 

1974 

1975 

------_._-----_._--_." .. ----.--'-.-- ---- ---

Remarks 

Operated 1966-76 
Superceded by wells for The Quaker 
Oats Co. (See listing below) 

Industrial effluent 

Sunset Park & Kendale 
Lakes Operating since 1971 in Dade Co. 
Secondary treated sanitary effluent 
Replaced by Miami-Dade Water and Sewer 

Authority system February 1983 (See 
listing belov/) 

Santa Rosa Pl ant 
Test well for industrial effluent 

Operating since 1978 Industrial 
effl uent 
Operating since 1974 
Secondary treated sanitary effluent 

Willow Pl ant 
Exploratory well Underground storage 

Palatka Plant 
Exploratory well Industrial effluent 

Exploratory well 
Secondary treated sanitary effluent 

Secondary treated sanitary effluent 

O'l 



Table 2.1--continued 

Number of Wells, Hell 
(Diameter) Depth Year 

Location Injection Monitor (ft ) Completed Remarks 

City of Gainesville 4 (30") 10 (4") 800'-1,000 1976 Operating since 1976 
Advanced treated sanitary effluent 

City of st. Petersburg 3 (16") 5 (8") 1,000 1977 S.W. Plant 
Operating since 1977 
Secondary treated sanitary effluent 

with fi ltrat i on 

City of St. Petersburg 3 (20") 5 (8") 1,000 1978 N.E. Plant 
Operating since 1980 
Secondary treated sanitary effluent 

with filtration 
City of St. Petersburg 2 (20 ") 1 (6") N.W. Plant 

Design completed-construction scheduled 
for 1983 

Secondary treated sanitary effluent 
with filtration 

Hercules, Inc. 1 (10") 1 (6") 3,005 1979 Operating since 1979 
Industrial effluent 

Miami-Dade Water and Sewer 8 (24") 3 (6") 3,100 1981 South District Plant 
Authority (MDWSA) 1 (20 ") 3,100 1981 Secondary treated sanitary effluent 

General Development 1 (12") 1 (6") 3,400 1983 Port St. Lucie 
Utilities Secondary treated sanitary effluent 
City of Sunrise 2 (24") 1 (6 11 ) 3,200 1984 Secondary treated sanitary effl uent 

" 



Analytical Studies 

An analytical technique for calculating the shape of a sharp, 

fresh~sa 1 i ne water interface was developed by Ghyben [Ghyben 1888J and 

Herzberg [Herzberg 1901J. The Ghyben-Herzberg relationship assumes 

horizontal streamlines in the freshwater and no movement in the 

saltwater. It has been widely applied to problems where vertical 

movement of the freshwater can be neglected. The Ghyben-Herzberg 

rel at i onshi p uses a hydrostati c bal ance to show that the sal twater­

freshwater interface is located at a depth below sea level approximately 

forty times that of the correspondi ng hei ght of freshwater above sea 

level. Specifically, the relation is developed that 

h 1 hf = s Ps 
- - 1 
Pf 

(2.1) 

in which 

= height of freshwater above sea level 

= depth of salt-fresh interface below sea level at the same 
location 

Ps ' Pf= density of salt and freshwater, respectively. 

Since the density of sea water is typically about 1.025 times that 

of freshwater, Equation 2.1 suggests hs ~ 40h f • This also leads to the 

conclusion that decreasing the freshwater head by a unit value causes a 

resulting saltwater interface rise of about 40 units. 

Hubbert [1940J, among others, has shown that where streamline 

curvature is pronounced, Equation 2.1 gives values sorne\I/hat in error; 

hmvever. the Ghyben-Herzberg relation still provides a usefUl point of 

reference. 

The actual change from fresh to saltwater occurs through a 

transition zone of varying density and salt concentration. Bear [1979J 
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notes that the extent of the transition zone is dependent on local 

conditions. He shows data from Kohout [1960J and Israel showing 

extensive and small transition zones, respectively. One expects that 

interfacial mixing and dispersion, existing in a given region, will 

determine the transition zone characteristics. These mixing features 

are in turn controlled by pumping rates, existing groundwater flows, and 

aquifer characteristics. As Bear [1979J notes, even when the assumption 

of a sharp interface is reasonable valid, a transition zone exists. 

If the scale of the overlying freshwater lens is large with respect 

to the transition zone, it may be reasonable to assume that there is a 

sharp interface separating the fresh and saltwater. Studies along this 

line were done by Hantush [1968J and Dagan and Bear [1968J. 

Bear [1979J summari zes these and other sharp-i nterface approxima­

tions. Strack [1976J utilized a single harmonic potential to define 

interface movement inland due to pumping. Many sharp interface studies 

attempt only two-dimensional approaches, simulating a line of wells 

parallel to the coast. Only a few deal with the three-dimensional field 

around single wells or overlapping fields of wells. As an example, 

Muskat and Wychoft [1935J presented a model attempti ng to account for 

partia1 penetration of a pumping well by superposition of sinks. 

Using the sharp interface assumption, traditional groundwater flow 

theory can be applied to both sides of the sharp interface between the 

fresh and saltwater, thus simplifying the calculation. However, in such 

calculations, salinity dispersion is neglected, and there is no direct 

method of estimating its effect on the dynamics of the flow and salinity 

distribution. 
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In more recent studi es the effects of sal i ni ty dispersion at the 

interface are accounted for. Dagan [1971J formul ated the equation of 

dispersion for a neutrally buoyant tracer in a steady flow by applying a 

coordinate system based on the potential and the stream function 

[Bachmat and Bear, 1964J. Then, by applying singular perturbations as 

suggested by Wooding [1963; 1964J they analyzed the migration of a 

tracer being initially tangent or nontangent to a streamline. In a 

later study Eldor and Dagan [1972J extended the analysis to include 

radioactive decay and absorption. 

Gelhar and Collins [1971J applied a boundary layer approximation to 

develop general solutions for one-dimensional problems involving 

longitudinal despersion of neutrally buoyant tracers in porous media. 

Koh [1964J and List [1965; 1968J analyzed the problem of flow 

induced by axially symmetric and two-dimensional sinks in a stratified 

flow through a porous medium. They showed that boundary l"ayer 

approximations can be applied for the simulation of floltl conditions in 

the aquifer. 

Rubin and Pinder [1977J, utilizing a perturbation technique, 

studi ed the effect of sal i nity di spersi on on the dynami cs of groundwater 

flow as ~."el1 as on the salinity distribution in a porous medium. The 

phenomenon is described as a migration of a sharp interface perturbed by 

small disturbances due to salinity "dispersion.- The creation of the 

mixing zone between ,fresh and saline water is described as a formation 

of a boundary layer in the 'vicinity of a sharp interface. This method 
,', 

is primarily recommended for flail fields in which-simple representation 

of the sharp interface migration is obtainable. This model was modified 

to form the basis for calculation of indices indicating sensitivity to 

p~tential saltwater intrusion by Calderon [1981J. 
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Numerical Studies 

Simul ati ons of fl ow conditi ons in an aquifer subject to density 

stratification due to salinity distribution can be done by applying 

compl ete numeri cal schemes for the performance of the simul taneous 

solution of the equations of motion and salinity transport. 

Numeri cal techni ques have an advantage over ana lyt i ca 1 techni ques 

since they are able to handle complex boundary conditions, varying 

aquifer thicknesses, heterogeneous and anisotropic permeabilities, 

varying pumping rates, multiple wells, and recharge. However, such 

numerical flexibility requires substantially better field data for input 

and verification. Finite difference, finite element, and boundary 

element techniques have been used. Each has some limitations. For 

example, the finite difference solution is a numerical technique that 

uses a linear approximation of the differential terms in an equation. 

As a result, problems arise with stability and convergence to a solution 

in actual non-linear phenomena such as the stratified flow situation. 

Con:idering leaky aquifers, variability of the aquifer's permeability 

and that of the semi confining formations leads to a significant increase 

in the grid size for regions in which the flow is very slow. 

Incorporation of multiple aquifers and aquicludes in a three-dimensional 

model cannot be practically done by the application of a complete 

numerical scheme. Problems of numerical dispersion stemming from the 

use of the finite grid siZe must also be considered. These problems can 

be mi ni mi zed by vari ous methods, but they cannot be avoi ded ; n' complete 

numerical models. 

A numerical approach was applied by Pinder and Cooper [1970J, who 

developed a two-dimensional model based on a finite difference 
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characteristic method for the simulation of the movement of a saltwater 

front in an aquifer. For the same purpose Segol et ale [1975] developed 

a finite element procedure that provi~es a complete solution of the two­

dimensional equations of motion and salinity transport. 

Chri stensen [1978] presented a fi nite element method for anal ysi s 

of freshwater lenses in the coastal zones of the Floridan Aquifer. This 

was applied to a large area in Pinellas County but with no data 

available then for verification. It was based on assumption of no· 

buoyant forces or dispersion, with a piston-type displacement of salt­

water by injected freshwater. 

Rubin and Christensen [1982] and Rubin [1982] extended the integral 

approach to the simulation of unsteady state flow conditions in a two­

dimensional aquifer subject to mineralization. Both studies Lise the 

integral boundary 1 ayer method whereby the sol ute transport equation is 

integrated over the vertical thickness of the transition zone subje~t to 

certain similarity conditions. The resulting equatrion is then solved 

simultaneously with the equations of continuity and motion by a finite 

difference scheme. Thi s approach was extended by Means [1982J for the 

simulation of initial stages of saltwater intrusion in a three­

dimensional flow field. 

Wheatcraft and Peterson [1979J used a fi ni te di fference scheme to 

create a tVIO-dimensional model simulating movement of a treated. sew.age 

due to injection in a saline aquifer. 

Merritt [1983J, in a joint United States . Geo.logical Survey and 

United States Corp of Engineers Project, studied the feasibility of 

recovering freshwater injected and stored underground in South Florida. 

An attempt was made to use the subsurface fi nite-di fference waste 
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di sposa 1 model [INTERCOMP 1976J to simul ate the cyc1 ic inJecti on 

required by the injection-recovery project. 

Summary 

While analytical models are easy to apply and give solutions to 

. simple aquifer situations, they have the disadvantage of not being able 

to accurately simulate complex flow phenomena. Numerical models can 

stmu1ate complex flow phenomena but encounter problems with stability 

and convergence. Also, numerical models have large memory requirements 

and use considerable amounts of computer time, making them inaccessible 

to many professionals. 

To overcome problems with stability, convergence, and computer 

requi rements associ ated with numeri cal model s, it may be necessary to 

make some simplifying assumptions, or even combine the model with 

analytical techniques. 
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CHAPTER 3 
REVIEW OF PREVIOUS WORK 

Introduction 

Simulation of flow conditions in a saline aquifer subject to the 

injection of freshwater can be done by solving simultaneously the 

equati ons of conti nuHy, moti on, and sol ute transport. However, thi s 

procedure leads to a set of highly non-linear equations, thus causing 

problems with stability and convergence in a numerical solution. 

8y extending Rubin's [Rubin 1982J work, Means [1982J used an 

integral boundary layer technique whereby the solute transport equation 

was integrated over the vertical thickness of the transition zone 

subject to certain similarity conditions. By integrating through the 

transition zone, equations describing flow in that area were greatly 

simplified, thus making a numerical solution possible. 

It is the intent of this report to modify the equations and extend 

the theory of the i~eans report in an effort to simulate the injection 

situation. 

Before developing the equations to be used in the injection 

situation, it will first be helpful to briefly review the saltwater 

intrusion simulation done by Means. 

The Approximate Method of Stratification Analysis 

Figure 3.1 describes the typical flow field for the upconing 

situation in an inland aquifer. According to the figure, the flow field 

is divided into the following three zones: 
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(a) . the upper zone of freshwater, 

(b) the transition zone, 

(c) the underlying saltwater zone. 

The flow in the freshwater zone is assumed to be horizontal; flow 

in the transition zone is assumed horizontal and of varying salt 

concentration; displacement in the saltwater zone is assumed vertical. 

The basic equations used for the simulation of stratified flow in 

an aquifer are the equations of continuity, motion, solute transport, 

and state represented respectively as follows: 

in which 

q = 

n = 

t = 
'" K = 

I~ = 

C = 

p = 

= 

= 

oC + 
n ~ + V • (q C) = V • ( 0 • VC) 

y = y (1 + aC) 
o 

specific discharge 

porosity 

time 

hydraulic conductivity tensor 

potentiometric head 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

minera1 concentration = mass of salt divided by the mass 
of the saltwater mixture at any finite point within the -
control volume = ps/p 

dens.ity of ·saltwater mixture = p + P . s· F 

density of salt w'·thi n the TTl; xture :: mass salt in sampl e 
divided by volume of measured sample 

density of freshwater 
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D = 

y = 

Yo = 

dispersion tensor 

unit wei ght 

unit weight of reference 

constant relating mineral concentration with unit weight 

Equation (3.4) does not account for the effect of temperature on the 

unit weight of the fluid. Since temperature can have a major effect on 

the unit weight, and thus the bouyancy of a fluid, Equation (3.4) will 

be incorporated into the model (Chapter 4) ina form whi ch wi 11 account 

for temperature effects. 

ex = 

It is assumed in this analysis that only the three principal 

components (those components acting in the x-x, y-y. and z-z directions) 

of the hydraulic conductivity tensor, K, are non-zero. 

components are assumed to be equal to zero. 

The Integral Method of Boundary Layer Approximation 

All other 

The integra1 method was applied to the problem of description of 

fluid boundary layers adjacent to solid bouncaries. Boundary layer 

theory was first introduced by Prandtl [1904J. Blasius [1908J was the 

first to discuss the concept of similar velocity profiles \·lithin a 

boundary layer. It is the concept of similar velocity profiles which is 

the base of the integral method. The integral method simpl Hies the 

appropri ate equat ions by i ntegrati ng over the b.oundary 1 ayer thi ck­

ness. Thi s procedure has been extended to many other typesofprobJ ems 

in which i"ntegration occurs over some physical region of interest. Due 

to its original applications, this is often called a boundary layer 

approximation. This method has been widely used in treatment of the 

flow of jets and plumes in stratified or unstratified media. 
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In the. integral method, one assumes mathematical forms for the 

profiles of parameters of interest, such as velocity and concentration, 

across the "boundary layer." The profiles are called similar profiles 

because the mathematical form is the same at each section, and some 

writers refer to these as similarity techniques. Once a similarity 

profile is introduced, this is the same as specifying the solution form 

within the IIboundary layer" region. The integration of the basic 

equation, with these similarity profiles included, effectively reduces 

the dimensionality of the problem being solved. For example, in a 

circular jet discharge,specification of aXisymmetric similar profiles 

and subsequent integration reduces the three-dimensional problem to one­

dimensional. 

As noted by Morton [1961] and Bened i ct et a 1. [1974], the effect of 

assuming similar profiles is to suppress analytical solution of the 

deta i 1 s of the structure through the "boundary 1 ayer. II Therefore ~ any 

reasonable profile could be assumed. While different assumed profiles 

might lead, for example, to different values for various empirical 

parameters, the prediction of the overall behavior of the phenomenon 

being modeled is presumed not highly sensitive to the form of profile 

chosen. However, if one is interested in using the profile form to 

predict concentrations or velocities at specific points in the flow 

field, then the form needs to be selected as accurately as possible. It 

should further be noted that any such integral approach decreases in 

accuracy as regions are reached where the assumption~of similar~profiles 

breaks down. 

By integrating Equations (3.2) and (3.3) through the transition 

zone and solving simultaneously Equations (3.1), (3.2), (3.3) and (3.4), 
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Means [1982J obtained a simplified description of the stratified flow 

situation. In the solution, two different polynomials 'Here used for 

variation of salt concentration and specific discharge across the 

transition zone. The constraints \vere essentially the following: 

(a) For concentration - saltwater at the bottom of the transition 

zone, freshwater (zero concentration) at the top. 

(b) For specific discharge in the horizontal direction - zero at 

the bottom of the transition zone, with the velocity from the 

freshwater region at the top of the transition zone. 

The integration yields three equations with three unknowns; s, 

(drawdown), zb (bottom of the transition zone), and 0 (thickness of the 

transition· zone). These equations are solved by an iterative ADI 

(Alternating Direction Implicit) finite difference scheme. The 

iteration is necessary because of the nonlinearity of the equations. 

Some features of the sol uti on procedure wi 11 be useful to thi s work .• but 

others will· need substantial revwrking. For exampl e, some apparent 

anomalies exist in transition zone thickness beneath the center of the 

1 arge pump; ng regi on stud; ed by Means [1982J. These waul d be si gn; fi-

cant for a single well, as in the injection problem. 
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CHAPTER 4 
ANALYSIS OF INJECTION 

Introduction 

In this chapter, Equations (3.1), (3.2), (3.3), and (3.4) will be 

applied to the injection situation. 

Figure 4.1 shows a profile of the injection situation. The flow 

field in a situation where freshwater is injected into a saline aquifer 

is the reverse of the flow field caused by upconing of saltwater under a 

pumping well. Instead of flow moving radially in toward the well. flow 

is now moving radialiy outward away from the well. Instead of having a 

saltwater mound under a pump; ng well, there is now a freshwater 1 ens 

underneath an injection well. 

The flow in the freshwater lens is assumed horizontal: flow in the 

transition zone is assumed horizontal and of varying salt concentration; 

and flow in the saline region is assumed vertical. 

Development of Equations 

The integral method simplifies the development of the model by 

assuming similar profiles to represent the velocities and solute 

concentration in the transition zone. This allows Equation (3.2) to be 

used to describe the velocities in the zones of constant density while 

using the Integral Technique in the transition zone. By assuming that 

flow in the transition zone is horizontal (qz = 0), the hydrostatic law 

of varying pressure may be applied 

20 



/ 

AQUIFER 2 
..... 

TRANSITION ZONE 

[ INJECTION N 

FRESHWATER 

......----,-- CONTROL VOLUME 

z=Q 

SALINE WATER 
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due to a freshwater injection into a saline aquifer 
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ap = -ydz (4.1) 

Integrating (4.1) through the vertical thickness of the transition 

zone yields 

(4.2) 

where indices t and b represent the top and bottom of the transition 

zone, respectively. Potentiometric head, ~ is defined as 

<P =++ z 

where Pis the pressure of some poi nt and z is the di stance from some 

datum to the point. Applying (4.3) points at the top and bottom of the 

transition zone results in 

<Pft 
Pt 

- -- Zt Yf 
(4.4) 

~sb 
Pb 

- -- zb 
Ys 

(4.5) 

where .ft and <Psb are the potentiometric head at the top of the 

transition zone and bottom of the transition zone, respectively and 

indices f and s represent fresh and saline water, respectively. 

"Rearranging (4.4) and (4.5) " 

Pt = Yf(<Pft + Zt) (4.6) 

(4.7) 

Substituting (4.6) and (4.7) into (4.2), and dividing by. -Yo' 

where Yo i sthe . unit weight of reference, yields' 

(4.8) 
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From (3.4) it can be seen that 

Y s = Yo (1 + aC S ) 

Yf = Yo 

Inserting (3.4), (4.9a) and (4.9b) into (4.8) 

(1 + aCs)(¢sb + zb) - (~ft+ Zt) 

= ~~:: (1 + aC)dz 

(4.9a) 

(4.9b) 

( 4.10) 

It is assumed that the transition zone is a boundary layer which is 

isotropic in the x and y directions, and where the specific discharge 

and the solute' concentration profiles satisfy the following similarity 

conditi ons 

u = UF(T) 

v = VF(11) 

C = CoL(T) 

(4.11a) 

(4.11b) 

(4.llc) 

where u and v are the components of specific discharge in the horizontal 

x and y direction, respectively; U and V are the reference specific 

discharge in the horizontal x and y direction, respectively: Co is the 

reference concentration: F and L are the distribution functions for 

specific discharge and solute concentration, respectively; 11 is the 

dimensionless vertical coordinate within the transition zone and is 

defined as 

[z - . (-zb)] z + z b 
n - 0 = 0 and (4.12a) 

{) = -Zt ( -zb) = zb -Zt (4.12b) 

where, {) is the thickness of the transition zone. 
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Means (1982), suggested polynomials for the distribution functions 

F and L which will be employed in this work. These functions are 

defi ned as 

2 
F(T)) = 2n n 

2 
L(n) = 1 - 2n + T) 

(4.13a) 

(4.13b) 

It is assumed that the distribution functions· are applied along the 

vertical axis. Actually these functions would be applied along an axis 

normal to the boundaries. of the transition zone. The assumption of a 

vertical profile is probably valid as long as the slope of the transi-

tion zone is small. Differentiating (4.12a), with respect to the 

vertical coordinate z, yields 

i?n 1 
oz = -0 

Introducing (4.l1c), (4.12a), and (4.14) into (4.10) yields 

(1 + aCs)(~sb+ zb) - (~ft + Zt) 

= Sl [1 + aC L(n)J6dn 
o 0 

(4.14) 

(4.15) 

By introducing (4.12b) into (4.15), canceling 6 on both sides of the 

equation and rearranging 

(1 + aC s ) ~sb - ¢ft + aCszb 

= aC 6 Sl L(n)dn (4.16) 
o 0 

Introducing the salt concentration in saline water, Csas Cs = Co 

and rearranging (4.16) 

(4.18a) 
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where 

(4.18b) 

It is assumed that only constant vertical flow exists in the 

saltwater below the transition zone; as a result, if the porosity is 

assumed constant in time, (3.1) becomes 

~::: 0 
az (4.19) 

Consequently, VI, the vertical velocity cannot vary vertical1y, and it 

must be equal to the value it attains at the bottom of the transition 

zone, which is given by 

(4.20) 
::: -= 

n 

Rearranging and integrating through the saltwater region 

S
-Zb aZb S-Zb az 

d¢ = n a:r- . K 
-B 1 -8 1 z 

(4.21) 

Carrying out the integration, (4.21) becomes 

aZb -Zb + B1 
~sb 1>Bl ::: n a-r- [ Kz 

] (4.22) 

Initially, where ?so is the potentiometric head at the 

bottom of aquifer 1 at time = 0; substituting for 9Bl and rearranging 

(4.22). 

(4.23) 

It is assumed that before injection occurs, vertical equipotentials 

ex; st throughout the aqui fer, whereby applyi ng conti nuity of pressure 

gives 

where ~fo is the potentiometric head at z = 0, time = O. 
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Introducing (4.23) and (4.23b) into (4.18a) gives 

<Pft 

( 4.24) 

where <Pft is the potentiometric head in the freshwater zone at any time, 

to 

The increase of potentiometric head at a point due to injection 

into an aquifer is defined as 

s = <!>ft - <P fo (4.25) 

where s is the head build-up. Introducing (4.25) into (4.24) and 

rearranging yields 

(4.26) 

which is the equation describing the rate of growth of the freshwater 

1 ens. 

The i njecti on of freshwater into sal i ne ~'/ater creates a nonhomo-

geneous, binary process involving a mixture of freshwater and salt. For 

a nonhomogeneous fluid, the conservation of mass principle must be 

satisfied for each component .of the fluid mixture. Figure 4.2 is a 

control volume for the conservation of freshwater taken from the top of 

aquifer 2 to the bottom of the transition zone in aquifer 1. The 

. convect i on and di ffusi on terms are shown as i nfl o~'/s and outflO'tfS- of the . 

control volume. 

The conservation of freshwater mass equation will be derived 

first. The sum of all freshwater mass inflows are equal to the rate of 

26 



27 

t z = 8 2 -~--- r-----'---.., 

z = 0-----1-------1 

Z=-Zt 

1. =-Zb-----

Figure 4.2 Control volume for conservation of mass of freshwater 



28 

change of storage of freshwater in the control volume. This fact can be 

written as follows: 

(4.27) 

where u and v are components of specifi c discharge in the x and y 

directions, respectively, PF is the density of fres hl'la ter and n is the 

porosity of the aquifer. 

The term on the ri ght hand side of the equality sign in Equati on 

4.27 is the storage term. Any net i n fl o\'Is or out fl ows to or from the 

control volume are accounted for in this term. It is assumed 

that PF, n, dx, and dy are constant with depth of the aquifer. 

Rewriting the storage term in Equation 4.27 yields: 

( 4. 28) 

Integrating 4.28 and differentiating with respect to time yields 

(4.29) 

where P is the density of the saltwater mixture. 



The first term on the right side of the equality sign of Equation 

4.29 refers to the changing mass of freshwater with time within the con-

trol volume due to the compressibility of the fluid and the aquifer. 

The second term on the right side of the. equality sign of Equation 4.29 

refers to the change in mass of freshwater due to a change in size of 

the control volume. A change in the control volume size is effected by 

the growth of the freshwater lens. Equation 4.29 may now be written as 

follows: 

0SB2 . oMs oZb 
~ PFndzdxdy = ~ + ~ PFndxdy 

-zb . 
(4.30) 

oM 
where the term o~ is the change in mass of freshwater in the control 

volume due to the compressibility of the aquifer. The subscript s in 

this term indentifies the mass change as a change due to the storativity 

of the aqui fer and fl ui d. 

Substituting (4.12) and (4.13) and (4.30) into Equation (4.27), and 

uSing (4.11a) and (4.11b) to represent the velocity terms in tbe transi­

tion zone of Equation (4.27) and dividing Equation (4.27) by PF' dx and 

dy yields 

SB 
0. 2 0 a 0 a - .- v dz - -( ( U dz - _(I V dz 

oy a 2 ox )-z 1 oy )-z 1 
t t 

(4.31) 
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The first storage term on the right side of Equation (4.31) may be 

rewri tten as 

oMs 1 _ oMs (B 2 + Zb) 
~ °Fdxdy - ~ PFdv 

(4.32) 

The storage due to the compressibility of the aquifer and its fluid is 

defined as follows: 

(4.33) 

where v is the volume of the control volume, g is the gravitational 

acceleration of the earth, C1.A and C1.F are the reciprocal of the bulk­

modulus of elasticity of the aquifer and fluid, respectively, s is the 

head buildup of the fluid in the aquifer, and S is the storativity of 

the aquifer. 

It can be Seen from (3.2) that 

u = -K~ ( 4 .-34a ) ox 

v = -K~ (4.34b) oy 

where K is the hydraulic conductivity of the aquifer. Once again, the 

sign of the derivatives is consistent with the definition of s given in 

Equation (4.25). 

Introducing (4.32), (4.33), (4.34a) and (4.34b) into Equation 

(4.31) yields 

(4.35) 
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Integrating and rearranging Equation (4.35) yields 

o~ [Kj(S + 6S~F(")d")~~l + ,~ [K j (8 + ~~F(")d") ~~l 
+ N _ n aZb = s ~ 

at ot (4.36) 

where 

(4.37) 

Equations (4.36) and 4.37) describe the conservation of mass of 

freshwater. Next, the conservation of mass of salt equation will be 

written. Figure 4.3 is a control vol ume for the conservati on of salt 

taken from the top of aquifer 2 to the bottom of the transition zone in 

aquifer 1. Note that in Figure 4.3 it is assumed that all dispersed 

salt comes from the saltwater region, and that no diffusion of the salt 

occurs across the top of the transition zone. The rate of change of 

storage of the salt in a given volume is equal to the sum of all inflows 

and outflows of the material, plus any internal sources and sinks (such 

as radioactive decay, biological degradation, etc., none of which exist 

for salt). 

The conservation of mass of salt equation is written as follows: 

+ (-~ 
OZ 

o 5-Z
1: 

o dxdy) = Jt pCndzdxdy 
z=zb -zb 

(4.38) 

where C the concentration of salt and 0 is the diffusion coefficient. 

In the trClflsltion zone, EquElt-ion (4.l1C) describes the concentration of 
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salt as C = CoL(n). Substituting Equation (4.11c), (4.12), (4.13), and 

(4.14) into Equation (4.38) and dividing by p, dx, and dy yields 

(4.39) 

Dividing Equation (4.39) by Co and multiplying by 8, and re-arranging 

yi el ds 

(4.40) 

\."here D is generally accepted to be proportioned to the absolute value 

of the specific discharge, or 

D = a (u 2 + v 2) 1;2 
1 1 

where a is equal to the transverse dispersivity of the aquifer. 

(4.41) 

Introducing Equations (4.41), (4.34a) and (4.34b) into Equation 

(4.40), one obtains 

(4.42) 
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The pertinent equations to solve now become Equations (4.26), 

(4.36), (4.37) and (4.42). These equations could be solved by 

perturbation techniques (e.g. Rubin and Pinder, 1977), but the 

possibilities of multiple wells and aquifer inhomogeneities suggest that 

a numerical solution ~~ill provide more flexibility. Such a solution 

procedure will be outlined in Chapter 5. 

The equat ions developed in thi s chapter shoul d provi de a sound 

basis for analysis of many injection problems. Numerous assumptions 

have been made to simplify the equations \~hile still maintaining the 

basic character of the physical system. 
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CHAPTER 5 
NUMERICAL SIMULATION 

Development of the Numerical Model 

Equations (4.26), (4.36) and (4.42) completely describe the flow 

process due to a freshwater injection into a saline aquifer. Equation 

(4.37) allows continuous updating of the flm'l thickness. In this 

chapter a method will be devised in which these equations can be solved 

simultaneously to provide a description of the injection process. Since 

Equations (4.26), (4.36) and (4.42) are non-linear and expressed by 

three independent variables (two spatial variables and a time variable), 

a numerical scheme will provide the most direct solution. Since finite 

e1 ement and boundary integral model s are generally more site-specifi c 

and useful for only one application, a finite difference numerical 

scheme will be used. The finite difference scheme has the advantage of 

being applicable to a vdde variety of boundary situations, requiring 

somewhat less input data, and requiring somewhat less computer time and 

space. 

Since Equations (4.26), (4.36) and (4.42) must all be solved 

simultaneously, it is advantageous to use an iterative alternating 

direction implicit (IADI) finite difference method. The main advantage 

of using an ADI method is that for each time step it reduces large sets 

of simultaneous equations into smaller sets [Bear, 1979J. The ADI 

method is accomplished by breaking the desired forward stepping in time 

into two steps. First, the unknowns are solved for in the x-direction 
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at the advanced time step usi ng the known terms bei ng set in the 

y-direction at the previous time step. In the second half advancing 

time step, the situation reverses. The unknown values at the advanced 

time step are now written in the y-direction and are solved using the 

values in the x-direction at the previous time step. Since Equations 

(4.26), (4.36) and (4.42) are all interdependent on each other, it is 

necessary to solve them iteratively. This means that the ADI process is 

repeated for each time step, using in each iteration updated values. 

A Finite Difference Approximation of-Equation (4.36) 

In formulating a finite difference approximation for Equation 

(4.36), an ADI method is used so that there are only three unknown 

variables at one node (the three variables at the advanced time step). 

Using only three unknowns at each node, a tridiagonal matrix can be 

generated for each column or row of a time step. This is the main 

reason for going to an ADI method, for reduction to a tridiagonal matrix 

allows use of the highly efficient Thomas algorithm for solution of the 

system of equations. 

An impl icit ADI finite difference scheme for the calculation of 

head build up, (4.36), is presented as follows: 

First, the calculations are made for the unknowns in the 

x-direction at the (m+1) time step using known values in the y-d;re.ction 

at the (m) level. 

( +1) - 51 K1.6.t (m+0.5) (m+1) 
_s.m. [(s + 0 < F(n)dn) "fJ . 0 5 . + s.. {5-

1 - 1 , J 0 _< ( llx ) '- 1 - _ ~ ,:J 1 ,J 

S1 < K .6.t 51 K .6.t 
+ [(~ + 0 of(n)dn) 1 J~m+0.5~ + [(8 + 6 F(n)dn) 1 ]~m+0.5~} 

(.6.x)2 HO.5,J 0 (.6.X)21-0.5,J 
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K 6t 
1 ] ~m:-O. 5) 

(6y) 2 1 ,J -0 • 5 
(5.1) 

~vhere 
(5.2) 

In Equation (5.1), the notation m implies known values from the previous 

time step, while (m+O.5) represents an average over the time step from 

time (m) to time (m+1). Similarly. the notation (i-0.5) and (i+0.5) 

implies use of appropriate average values over the space increment from 

i-I to i and from i to i+1, respectively. The notation j+O.5 has a 

similar meaning. For example, the value of 6 used in such averaged 

terms wi 11 be the average of the 0 values at the t~vo end poi nts of the 

indicated region. Note that this also allows one to conveniently 

specify K values which vary spatially. 

Next, the calculations are made for the unknowns in the y-direction 

at the (rn+2) time step using the previously calculated values in the 

x-direction at the (m+1) time step. 

(" 1 K16t (+1 5) . . Sl K16t ( 1 5) 
+ 0" F ( T] ) d Tl) --J ,m. .' . + [( B + o· F ( T))d r{-._;;J ,m:- . . }. 

JO (6y)21,J+O.5 . ·0' (6y)~ 1,J-O.5·· 

(m+2)- 51 K16t ( 1 5) (1) aZ b ( 1· 5) -s: '+ll(P + 0 F(T))dT) 2J :n+. = S s.m:- -n (-J m+ • ·6t 
1,J 0 (6y) i,j+O.5 1,J ' ati,j 
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_ s~m:1))[(B + 0 F(n)d~) 1 .] ~m+1.5~ . Sl K fit 

1 ,J 0 ( fix) 2 1 - 0 • 5 ,J 
(5.3) 

where ~ is defined by (5.2) 

In Equati on (5.3), the 0.5 superscri pts agai n mean averages over 

the pertinent temporal or spatial increment. The superscript (m+1.5) 

impl ies a time average over the step from (m+1) i'lt to (m+2)t.t. The 

spatial subscripts such as (i+0.5), (i+0.5), and (j-0.5) represent 

spatial averages as in Equation (5.1). 

A Finite Difference Approximation to Equation (4.42) 

It was observed that when Means [1982J used a centered di fference 

scheme for representation of the velocities in his pumping model, 

several anomalies occurred in the vicinity of the well. 

It is generally accepted that a centered difference scheme ~i ves 

the most accurate finite difference description of gradients in the 

vicinity of a point. It has been observed in this report however, that 

the cente red di fference scheme does not wo rk when representing 

velocities (head gradients) in the vicinity of a well. At a relative 

maximum or minimum on a head-curve, a centered difference scheme will 

give a gradient of zero. This is technically the correct gradient when 

fix approaches to zero, but for a finite grid size there actually is a 

relatively large gradient in the increment adjacent to the wel1. It is 
.... 

for thi s reason that .... a .. backward di fference sc-h.eme is" used when 

representing velocity terms in the transition zone thickness 

cal cul at ion. The foll owi ng is a backward difference representation of 

the squared thickness of the transition zone in the x-direction: 
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0(m) s~m~ 1- 2s~m~ + s~m~ 1 s~m~1)_ s(m+1) 
+ 5':- . K .. ( 1,J+ 1,J 1.J - J + 1:.2 K1 .. ( 1,J i-1,j) 

1 ,J 1 , 1 ,J ( II y) 2 ,1 ,J lIx 

2 (m+ 1) 
The equati on can nO'ltj be sol ved impl i citly for 1) " • , ,J 

Likewise, for the calculation of the squared thickness of the 
. 

transition .zone in the y-direction at time step (m+2L Equation (4.42) 

can be written as follows: 

( 2) (m+2) 2S(.m+.2)+ s(.m+.2) s(m+11 s(m+1) 
2 m+ s· . + i - 1 1 '" 1 . +6. K1 .J 1 ,J 1,J 1,J-)+ K .. (l,J 1-,J) 
1 ,j ,1 ,J (t.y) 2 "2" 1,1 ,J t.x 

2(m+1) . 2(m+1) .. (m+2) _ (m+2) .. 2 ~m+2) 2 (m+2) 
O. .- 5. 1·' 1·' s.. ~ s. " 1 .. 0.. - o .. 1 

( 1 ,J , - . ,J ) +. K' ',(' ,J -, -1,J-'(·.' 1 ,J--".- :",J -: ') J' .. - ., 
'Sx -2 1, i ,j'---. ET----· .I. lIy , 
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( 5.5) 

This equation Cfn ~lso be solved for 
2 (m+ 1) 

0.. • 
1 ,J 

A Finite mfference Approximation to Equation (4.26) 

The equat i on for cal cul at i on of the change in thi ckness of the 

freshwater lens with respect to time is written simply as follows: 

(::b) ~:~.5 = [n(BI-Zb~{l + oj (s - I;zb + <,65: L(")d")];~;O.5) (5.6) 

General Solution Procedure 

Fi rst a gri dis created in the x-y pl ane. On the gri d there are n 

number of nodes in the x-direction each spaced ~x distance apart. There 

are m number of nodes in the y-di rection that are each spaced ~y dis-

tance apart. Arrays containing the permeabilities, storativities, and 

well magnitudes for each point are superimposed on the finite difference 

grid so that each point on the grid is rep~esented by its corresponding 

points on the arrays. 

As the sol uti on procedure beg; ns. the head bui 1 dups are fi rst 

calculated using the ADI method. Depending on the time step, Equation 

(5.1) or (5.3) is used. At the first time step, Equation (5.1) is used 

going 1n the x-direction one row at a time. At the end of each row a 

tri-diagonal matrix has been formed and is solved using the Thomas 

Algorithm. After Equation (5.1) has been solved, the values of the head 

build~up will be used in the solution of the thfckness of the transition 

zone, Equation (5.4). 

With the va1ues calculated in the head build-up and the transition 

zone thickness, the solution of the c~ange in size of the freshwater 



lens with respect to time can be calculated from Equation (5.6) •. A.s 

stated previously, the solution of the governing equations must be 

iterative since the equations are nonlinear. The iterations continue 

until some specified level of tolerance is met; that is, the difference 

in the parameter from one iteration to the next must be 1 ess than the 

specified allowable difference. 

Once the required tolerance has been met in the x-direction portion 

of the ADI prodecure, the next time step proceeds. Drawdowns are 

calculated using Equation (5.3), ",lith 02 being obtained from Equation 

(5.5) • The bottom of the t ran s it i on zone can be found by use of 

Equation (5.6). Figure 5.1 shows a concise flow chart illustrating the 

calculation strategy. 

Stability and Convergence Characteristics of Numerical Scheme 

Because the equations being used here are nonlinear, it is 

difficult to perform one of the standard stability analyses on· the 

equati ons to determi ne thei r expected stabil ity and convergence as a 

funltion ,of time and distance steps and the pertinent physical 

pa rameters. However, some pre 1 i mi nary est i mates can be made based on 

available literature on solution of the groundwater and diffusion 

equations by similar schemes. Bear (1979), Holly (1975),and numerous 

others present such material. The basic drawdown equation, Equation 

(4.33), with finite difference counterparts (5.1) and (5.3), should be 

influenced only slightly by values of 0 and zb" The stability criterio~ 
. 

for it, as well as an'indicator of convergence (gr accu~a,cy), should .be 
.-

something like 

I Llt (C1 
S Llx2 

(5.7) 
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in which C1 = constant depending on the exact scheme used, but probably 

about 0.5. 

Simil arly. the dispers; on equati on, represented by Equati on (4.47) 

and its finite difference representation Equation (5.4) or (5.5). will 

likely adhere to a constraint something like 

o i1t <,; C 
L1X2 2 

(5.8) 

in which C2 = a constant 't/hich mayor may not be equal to C1• 

There may be other constraints placed on model performance as 

well. For example, numerical experimentation suggested that for the 

very fi rst time steps some rel ationship beb'leen the rate of growth of zb 

and the other terms exists which may require even smaller time steps 

than given by Equation (5.7) and proved to always be the controlling 

factor in determining an acceptable time step. For typical values of 

TIS of 108 - 109 m/day, the time step required by Equation (5.7) vias in 

the order of 0.0001 days or 1 ess for typi cal val ues of i1x ,of 100-500 

meters. 

Whi1 e such time steps may in fact be necessary for some probl ems 

requiring the complete model capabilities, these small time steps begin 

to increase computational time substantially, especially if one is 

interested in times on the order of months or years. Therefore, in 

trying to be consistent with one of the stated objectives of this 

project, to minimize computer time and storage requirements, alternative 

approaches were sought for use in apprbpri ate cases. It;s expected 
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that drawdovin wl11 qij i cK ly'fhan ,Hie'--ofhe'r-:-':'", 

parameters. In fact, drawdovin is expected tv stabi 1 i ze in about a day 

or so; in fact, for the Pinellas County situation in Chapter 6, the 

drawdovm wi 11 stabil i ze withi n an hour. Thi s rapi d r:.Qnvergence of the 



drawdown, coupled with its severe constraint on allowable time step 

suggests t\'10 possible alternatives in the calculation procedure. First, 

one can proceed with the numeri ca 1 scheme as is, but wi th provi s ions to 

begb bypassing Equations (5.1) and (5.3) It/hen the drawdown reaches 

steady state (as measured by the rate of change falling below some 

specified level). A second approach would involve bypassing Equations 

(5.1) and (5.3) altogether and using an analytical method for 

calculation of the drawdowns. The particular method would depend on the 

aquifer situation in the area being modeled. Ei ther one of these 

methods would relax the time step constraints, although the first method 

would still require small steps for a period of time. In the follovling 

paragraphs, the use of the second scheme wi 11 be outl i ned. Subsequent 

results will shOll} that time steps of at least one day can be tolerated 

with the analytical scheme. 

A Simplified Injection ~1odel 

By replacing Equation (4.36) with an analytical drawdown 

relationship, some simplifying assumptions must be made. It is assumed 

that the stratified conditions in the aquifer do not affect the 

drawdowns. This assumption v>/as checked with field data from the United 

States Geological Survey report on injection wells in the Pinellas 

County. Florida area [Hickey, 1982J and was found to be valid. 

Analytical Calculation of Head Build-up 

There are many aha lyt ica 1 methods available for the cal cul at; on of 

drawdowns due to the i nfl uence of a well. Thei"s [1935J developed a 

drawdown equation for unsteady flow in a confined aquifer. 

. (5.9) 
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where Q = discharge or injection rate of the well, T = transmissivity of 

the aquifer, and Q is given by the following relationship: 

r 2S 
Q = 4Tf (5.10) 

where r = radius from the well to the point evaluated, S = storativity 

of the aquifer, and t = time since the injection or pumping began. 

The exponential integral in Equation (5.9) can be approximated by 

an infinite series 

rOO e -QdQ 
\. ------",___ = 0.5772 - ln Q + Q -JQ Q 

2 Q 

2-21 + 

3 Q 

3'31 (5.11) 

for a small value of Q, the sum of the series beyond Q becomes 

negligible [Cooper and Jacob, 1946J. 

Although Equation (5.9), using (5.10) and (5.11), provides an 

accurate sol ut i on for a confi ned aqui fer, it does not account for 

1 eakance in the confi ni ng 1 ayer. Si nce most practi cal appl i cati ons 

would encounter leakance, it is desirable to account for leakance in the 

drawdown calculations. 

Hantush and Jacob [1955J developed the following relationship 

describing the drawdown due to unsteady flow to a well in an infinite 

leaky confined aquifer. 

'tihere 

and 

til - <D ,~ S~ ~ exp 
0 y=Q 

= 4~ W ( Q, r / Ie ) 

Q is defined in Equation 

BIT 1/2 
A = (-1 

K' 

( -y _ lI{~)2) dy (5.l2} 

(5.13) 

(5.10), r is the radius from the well, 

(5.14) 
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where I-.. is the leakage factor; T is the transmissivity of the aquifer; 

and K' is the thickness and permeability of the semiconfining layers, 

respectively. 

For a large r/I-.. value, the integral in Equation (5.12) can be 

approximated by a Taylor ser; es expansi on [Hunt, 1978J. A more simpl e 

and accurate representation is an asymptotic expansion by Wilson and 

Mi 11 er [1982J. 

.!:. - 2Q 
(_ I-.. ) 

2J/2 
W(Q, r/I-..) 

ITI-.. 1/2 (-r 
= (2r) exp -X) erfc (5.15) 

where erfc is the complementary error function. 

The previous approximation was used extensively in this report. A 

problem occurs, however, in aquifers of high transmissivities, 

especially at locations close to the well where r/I-.. values are small and 

the assumption of large r/I-.. values is violated. 

An alternate solution of Equation (5.12) is to numerically 

integrate the integral using a numerical integration technique. This 

method yielded excellent results for calculation of drawdowns, and 

worked for a wide variety of injection situations. 

In an effort to cohserve computer resources, a relatiohship 

developed by Hantush was used to approximate Equation (5.12). The 
2 2 

assumption for the following relationship is that Q < r /201-.. if Q < 1 

[Bear, 1979] 
.2 

W(Q.r/l-..) ~2Ko(r/l-..) - l o(r/l-..) W(Tt/S~) (5.16) 

Where Ko and 10 are Bessel FUn<::tionsthat- can be app(oximated- (ising 
2 

polynomial expansions. W(Tt/SI-.. lis an exponential integral of a well 
2 

function H(Q) where Q = Tt/Sl-.. • 
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An advantage of applying analytical drawdown calculations is that 

there are many types of equat ions that apply to many s i tuat ions. In hi s 

book, Muskat and \~ychoff [1935J describes an analytical means for 

accounting for partial penetration of the well in steady state drawdown 

cal cul at; ons. Hantush also derived an infinite-series expansion 

equation that accounted for partial penetration in a leaky aquifer for 

unsteady flow [Bear 1979J. 

A Simplification of Equations (5.4) and (5.5) 

If an analytical method is being used to calculate drawdowns, the 

finite difference approximation of head gradients can be eliminated or 

refined. Specific discharge is proportional to the head gradient. If 

the head gradient could be calculated analytically by differentiating 

the drawdown equati on, an exact sol uti on for the sped fic di scharge 

could be obtained. 

If differentiation of the drawdown equation is not practical, a 

more refined finite difference approximation can still be attained. 

Si nce drawdown can be cal cul ated at any poi n1:, fi nite difference poi nts 

for velocity calculation are not restricted to the points on the overall 

fi nite difference gri d. To fi nd head gradi ents at a poi nt, drawdowns 

very close to that point at di stances independent of the overall grid 

size, can be found and head gradients calculated using a finite 

difference scheme. 
" -

It was observed in the report by Means· [1982J and in thi s report 

that drawdowns attain steady state conditions rapidly. For this re.ason 

it is reasonable to use in Equation (4.42) drawdowns at the previous 

time step, thus making an explicit solution to Equation (4.42) possible. 
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By calculating the slopes directly, and by using slopes at the 

previous time step, Equation (4.42) is now approximated by 

2 . 2 2 
- r.s. (~) K .. (~+~) 

" 1 ,J 1 ~J ox 'Oy 

2(m) 2(m) 
1 '" O .. - O. 1 . 

+-k (~l,J 1- ,J 
2 i,j ox M 

(5.17) 

Equation (5.17) can be solved for explicitly. 

General Solution Procedure 

Since the modified version of the injection model calculates 

drawdowns analytically and calculates the transition zone thickness 

explicitly, only the. equation for the thickness of the freshlt/ater lens 

is solved iteratively. Figure 5.2 shows this procedure in a flow chart. 

By reducing the number of equations to be iterated, and by solving 

Equation (4.42) exp1icitly, computer resources are conserved greatly. 
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CHAPTER 6 
MODEL BEHAVIOR 

Introduction 

In this chapter the fully numerical model is tested extensively 

using various input parameters. The objective of this chapter is to 

observe model behavior and determine its sensitivity to certain input 

parameters. 

General Behavior of the Fully Numerical Model 

Inspection of Equation (4.36) reveals that it is simply a form of 

the continuity equation. An important feature of this equation is that 

it utilizes a variable transmissivity. 

Transmissivity is the product of the hydraulic conductivity and the 

thickness of the aquifer. Equation (4.36), however, sees the aquifer 

thickness as only the thickness of the freshwater region minus a 

fraction of the transition zone. The thickness of the freshwater region 

(determined from Equation 4.26) grows in response to the head buildup 

associated with the injection process. Because these equations are 

solved iteratively at each time step, a freshwater zone thickness will 

be obtained that satisfied each of the equations. 

As an injection into the unstratified aquifer continues, the 

hydraulic head of the aquifer will steadily increase •. This is not the 

case in the stratified aquife~. Initial head increases may be higher in 

the stratified situation, however, head build-up will quickly stabilize. 

Any head build-up in the aquifer will cause the thickness of the fresh-
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water zone to be increased. This in effect increases the transmissivity 

of the aquifer, thus reducing the head build-up resulting from the 

injection process. 

At the beginning of the simulation, when the fresh~~ater lens is 

very thin, the transmissivity is small, causing the injection to create 

a 1 arge head buil d-up. As the freshwater 1 ens increases in si ze, the 

transmissivity becomes larger, thus reducing the effect of the 

injection. This reduction in head build-up is somewhat offset by the 

increase in head with time. 

Observati on shows that for deeper sal i ne aqui fers and relati vely 

low injection rates, the freshwater lens grows very slowly. This causes 

the head buil d-up to reach a "temporary" steady state. As the fresh-

water 1 ens grows si gnifi cantly enough, the fresh~'1aterzone thickness, 

and thus, the transmissivity increases, and a new temporary II steady 

state ll is approached. This cycle continues until a final steady state 

is reached. This steady state can be derived using Equation (4.26). At 

steady state, 

(6.1) 

Substituting Equation (6.1) into Equation (4.26) and solving for Zb 

yields 

(6.2) 

The integrated concentration profil etha,t is assumedfor this report is 

51 ' 

OL(l1)dll = 0.33 
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. The buoyancy term (!::) for freshwater in saltwater is typically 0.025. 

Substituting these values into Equation (6.2) yields 

o 
Zb = 40S + 3" ~. (6.3) . 

Fi gure 6.1 shows the head bui 1 d-up, freshwater 1 ens thi ckness, and 

transition zone thickness as they vary with time for a given set of 

input parameters. 

To speed up the behavi or of the model, and to make trends more 

obvious, the porosity of the aquifer is lowered to 0.05. This is not a 

realistic value for most aquifers; however, the higher velocities 

associated with small pore space~ increases the rate at which the 

freshwater lens grows and thus speeds up the climb toward steady-state 

conditions. 

Analysis of the behavior shown in Figure 6.1 using Equation 6.3 

reveal s that steady state is be; ng approached. Shown in Fi gure 6.1 is 

the actual value of Zb as it grows with time. Also shown in the figure 

is the calculated value (from Equation 6.3) that Zb should have., given 

the actua-l head build-up and transiti on zone thi ckness for each time 

step, if it were to be at steady state at that particular time step. It 

can be seen from thi s analysi s that the system is approachi ng steady-

state conditions. 

Model Response to Input Parameters 

In an effort to analyze the ful1y numerical model's response to 

certain input parameters, some of the parameters were varied and the 

corresponding model behavior. was recorded. 

Gri d Spac i ng 

When hydraulic gradients are changing rapidly in space, small grid 

spacings are necessary to give an accurate solution. Near the well, 

53 



100 

90 

80 

70 

30 

20 

10 

5 10 

Calculated 
Steady State 

~ Freshwater Lens 
Thickness 

• 

~Freshwater Lens 
Thickness 

SIMULATION PARAMETERS 

Aquifer 1 Thickness = 150 m 
Aquifer 2 Thickness = 100 m 
Aquifer 1 Hydraulic Conductivity = 4m /d 
Aquifer 2 Hydraulic Conductivity = 3m/d 
Dispersivity = 0.05m 
Porosity = 0.05 
6.X = 50 m 

15 

TIME (Days) 

20 

(
Transition Zone 
Thickness 

r 
rHead Build-up 

25 30 

Figure 6.1 Plot of simulation results at the well 

54 



vlhere the hydraul ic gradient is very steep grid sizes must be chosen 

carefully. To simulate behavior at the well using a finite difference 

scheme, a grid size must be chosen that will accurately reflect the well 

geometry. 

It has been noted by Prickett and Lonnquist (1971) that model accu-

racy can be improved by spatially varying grid sizes throughout a simu-

lation. This could be accomplished by using smaller grids at points of 

steep hydraul i c gradi ent. Some amount of experi ence is necessary in 

defining the magnitude of the variable sized grids, and this experience 

can be gai ned only by maki ng a few computer runs with di fferent grid 

configurations. 

An ADI model of an unstratified, confined aquifer with leakance was 

used for the grid size analysis. This model was used to observe the 

effect of grid size on the accuracy of finite difference models near the 

well. This model has the advantage of being less demanding of computer 

resource and is easy to compare to analytical solutions. 

The summarized response of the ADI finite difference approximation 

to various grid spacings is shown in ~gures 6.2 and 6.3. 

A head build-up of 4.5 feet was calculated using the analytical 

solution of the same aquifer parameters for a point at the edge of a 

two-foot diameter ~'iell, using the Theis method as modified by Hantush 

and Jacob (1955) for leaky aquifers. 

A comparison of the numerically approximated solution and the 

analytical solution at the well reveals that as the grid sizes are made 

smaller, the numerical approximation results approach those of the 

analytical solution. 
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It was also noticed in this analysis that points away from the well 

are not much affected by the change in grid size. 

It can be seen that for this simulation, a reasonable numerical 

representati on of fl ow conditi ons about a well of 1 foot radius will 

requi re grid sizes near the well of approximately 15 feet. If reason­

able accuracy is required near the well, a variable size grid must be 

utilized. For this case, the grid must be as small as 15 feet. For 

other simulations, the grid size may be smaller or larger. For each 

case, an analysis similar to the one performed in this section for the 

desired aquifer parameters should be done. 

Oispersivity 

Equation (4.42) describes the transition zone growth. The 

principal component of this equation is the dispersion term. The 

di spersi on term is dependent on the average speed of the groundwater 

flow. Because the velocity terms in the transition zone are assumed 

horizontal, and the transition zone grows vertically, the coefficient of 

importance is the transverse dispersivity. 

Simulations using different dispersivities, but otherwise identical 

data, are shown in Figures 6.4, 6.5, and 6.6. It can be seen from these 

fi gures that an order of magnitude increase of the input di spersi vi ty 

triples the transition zone thickness. This is consist~nt with Equation 

(4.42) • .It can be seen from this equation that the dispersion term 0 is 

proportional to the square of the transition zone thickness I) and that 

. an increase of D by 10 times will increase 0 by the square root of 10, 

which is approximately 3. Such an increase, however~ does not Cause any 

noticeable change in the head build-up, and causes only a slight 

increase in the thickness of the freshwater· lens. 
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It can be seen in Figures 6.4, 6.5, and 6.6 that the transition 

zone is sometimes larger than the freshwater lens thickness. The model 

is still valid in this situation as long as the hydraulic conductivities 

of aquifer 1 and aquifer 2 are equal and 8 remains greater than zero. 

Once B becomes equal to zero, the effective thickness of the freshwater 

zone is zero and the model is no longer valid. For the modeled 

situation, the effective thickness of the freshwater lens is much 

greater than zero. The simulations shown in Figures 6.4, 6.5 and 6.6 

use hydraul i c conducti vi ti es whi ch differ from aquifer 1 to aquifer 2 

and the transition zone sometimes enters aquifer 2 making the simulation 

technically invalid~ However, the effect of this problem is small here 

since the difference in hydraulic conductivity between the two aquifers 

is sma 11 • 

Field determination of dispersivity is very difficult, making it 

easy to misjudge its actual value. 

dispersivity by calibration of 

observations. 

Porosity 

It may be necessary to determine the 

simulated results to actual field 

Figures 6.i and 6.8 show the results of two simulations using 

different porosities, but otherwise identical input parameters. Because 

of the higher flow vel ociti es associ ated with lolt/er porositi es in an 

aquifer, the effect caused by a lower porosity is a more rapid movement 

towa rd steady-state. By exami ni ng Equati on (4.26)- and observi ng Fi gures 

6.7 and 6.8, it can be seen that he freshwater lens will grow more 

rapidly if the porbsity of the aquifer is lowered. It can also be seen 

in the figures and by examination of Equation (4.42) that an increased 

velocity caused by a reduction in pore volume \'Iill increase the 
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. dispersion rate in the transition zone and thus increase the transition 

zone thi ckness. 

It is noted that in an actual aquifer the intrinsic permeabi1ity is 

a function of the aquifer's porosity and that an increase in porosity 

will cause an increase in the intrinsic permeability. It can then be 

concluded that change in porosity actually may have a large effect on 

the head build-up. The goal of this section. however. is to view the 

response of the model ~o varied input parameters. 

Ani sot ropy 

Figure 6.9 shows the result of two simulations (simulation A and 

simulation 8). Simulation A uses input parameters for a hypothetical 

isotropic aquifer situation. Simulation B uses input parameters ~'1hich 

are identical to the input parameters of simulation A (including hori­

zontal hydraulic conductivity), except that the aquifer in simulation B 

is anisotropic. The vertical hydraulic conductivity value in this 

simulation is much less than the horizontal hydraulic conductivity. 

It can be seen in Figure 6.9 that the head build-up is greater at 

any given time in the anisotropic simulation. This is due in part to 

the effect; ve hydraul i c conducti vity bei ng reduced by the lower verti cal 

component of the hydraul i c conductivity. It can also be seen from 

Figure 6.9 that the growth of the freshwater 1 ens is much slower for the 

anisotropic simulation. As a result of the reduced effective hydraulic 

conduct; vity and the slow. movement of the freshwater lens, the head 

build-up issome\'1hat larger at any given time in simul ation B. This is 

partly . because the thi nner freshwater 1 ens further reduces the 

transmi ssi vity of the aqui fer, thus causi ng the head bui 1 d-up to be 

greater for the input injection rate. 
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CHAPTER 7. 
VERIFICATION 

Introduction 

In this chapter final results from the previously developed 

injection models will be compared to a series of field injection-tests 

into a saline aquifer in Pinellas County, Florida. Field data is taken 

from a United States Geological Survey report entitled, IIHydrogeology 

and Results of Injection Tests at Haste-Injection Sites in Pinellas 

County, Flori da ll [Hi ckey 1982J. 

Geologic Framework of Pinellas County, Florida 

Figure 7.1 shows the geologic formations beneath St. Petersburg. 

The aquifer system underneath Pinellas County is mainly composed of 

several 1 ayers of sedimentary rocks rangi ng in age from Cretaceous to 

Pl ei stocene. The sedimentary rocks that make up the aquifers are mostly 

dolomite and 1 imestone, whi ch reach verti cal thi cknesses of approxi-

mately 10,000 to 12,000 feet. The stratigraphy of Pinellas county 

consi sts of several 1 ayers of sedimentary rocks, deposi ted over several 

geologic periods. The youngest deposits are the surficial sand depo-

sits, whi ch were deposited duri ng the. Pl ei stocene Epoch. Below the 

surficial deposit is the Hawthorn Format"ion, which was formed during the 

middle Miocene. Older formations in order of increasing .age, are Tampa 

Limestone (Lower Miocene), ·Sm'lannee Limestone (Oligocene), Ocala 

Limestone (Upper Eocene), Avon Park Limestone (Middle Eocene), Lake City 

Limestone (i~iddle Eocene), and Oldsmar Limestone (Lower Eocene). 

Pinellas County is located on the southwest edge of the Peninsular Arch, 
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which is the geologic backbone. of the Florida peninsula, and is that 

area's most dominant subsurface feature. Pinellas County is also 

located southwest of the Ocala Uplift, which is a gentle, anticlinal· 

flexure, and runs axially parallel to the Peninsular Arch. Previous 

studies [Puri and Vernon, 1964J reveal that there are extensive fracture 

patterns in the Ocala Uplift in the northern part of Pinellas County. 

All of the strata beneath St. Petersburg are permeable to some 

degree; however some rock layers are much less permeable than others. 

For this reason certain layers are classified as aquifers and others as 

confining beds. An aquifer is defined as a formation, group of 

formations or part of a formation that contains sufficient permeable 

material to yield significant quantities of water to wells and 

springs. They define a confining bed to be a body of "impermeable 

materi al" stratgraphi cally adjacent to one or more aqui fers. Confi ni ng 

beds are much less permeable than aquifers and restrict the flow between 

aquifers. 

Figure 7.2 shows the aquifer system beneath St. Petersburg. In the 

U.S.G.S. study, two aquifers were identified, the surficial aquifer and 

the Floridan aquifer. Two confining beds were also identified. There 

is the upper confining bed of the Floridan aquifer, which separates the 

surficial aquifer from the Floridan aquifer. There is al so the lower 

confining bed of the Floridan aquifer, which is mostly made up of Lake 

City Li mestone • 

The Floridan aquifer can be further divided into four permeable 

iones, each separated by three semi-confining beds, where semi-confining· 

beds are less permeabl e than the permeabl e zones. In thi s study the 

four permeable zones have been labeled alphabetically where zone A is 
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the shallowest wi thi n the aqui fer and zone 0 is the deepest. Zone Cis 

the permeable zone in which the injection tests will take place. 

riost of the aquifer parameters '",ere obtained using pumping tests, 

whereby observed drawdowns were matched wi th the correspondi ng pumpi ng 

rates. 

The water in the previously described aquifers is mostly saline, 

with a small layer of freshwater in the overlying surficial aquifer. 

Sources of the deeper sal i ne water are the Gulf of Mexi co and Tampa Bay, 

whereas the source of freshwater near the surface is rainwater that 

infiltrates from the surface. The salinity content ranges from 6 mg/L 

in the surficial aquifer to approximately 21,000 mg/L below the bottom 

permeable zone. 

Small amounts of freshwater are tapped from the surficial aquifer 

for irrigation and municipal supplies; however, all water distributed by 

Pi nell as County and the city of St. Petersburg is pumped from as far as 

40 miles inland from Pinellas County. 

Inj ect i on Tests 

Although the data for the injection tests are sparse and the qua­

lity of the data is questionable, it is believed that these tests 

provide the best available material for validation of the model. 

Injection tests were run at three locations: rvkKay Creek, South Cross 

Bayou, and southwest St. Petersburg. Well locations for the three tests 

are shown in Fi gure 7.3 •. Durati on of tests ranged from 3 days at South 

Cross Bayou to 91.1 days at southviest St. Petersbu rg. Inj ect i on rates 

ranged from 650 gal/min at t~cKay Creek to 4,350 gal/min at South Cross 

Bayou. 
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Injection Tests at McKay Creek 

The injection test at McKay Creek was run for 57.1 days: water with 

a chloride content ranging from 93 to 110 mg/L was injected at an 

average of 650 gal/min into permeable zone A. The well casings at the 

ikKay Creek test site were open for the top sixty percent of the 

aquif2r's thickness for well C1, and over forty percent of the aquifer's 

thi ckness for well C2. \~ater qual i ty and water 1 eve 1 data ~"ere 

coll ected before, duri ng and after the test. Ouri ng the test, no 

substantial head increase was noticed; this is a result of the high 

tranmissivity of the injected aquifer. Chloride content in a well 585 

feet from the injection well dropped from 20,000 mg/L before the test, 

to 18,000 mg/L after the test. A well directly above the injection 

interval experienced no change in chloride content, indicating 

inhomogeneHy in the vertical permeability of zone A. 

Injection Tests at South Cross Bayou 

The South Cross Bayou injection test was run for three days by 

injecting vJater with an average chloride concentration of 710 mg/L at a 

rate of 4,350 gal/min into permeable zone C. The injection \'/e11's 

casing at South Cross Bayou was open over approximately the bottom 35% 

of the aquifer's thickness. The chloride concentration of the native 

water in the injection zone was 20,000 mg/L. Data such as head buildup 

and concentration changes caused by the injection are shown in 

Figure 7.4. It is noted that the head buildup at South Cross Bayou was 

very small, indicating a high transmissivity of the injected aquifer. 

Injection Tests at Southwest St. Petersburg 

The test at southwest St. Petersburg v"as run for 91.1 days. In 

this test, treated effluent from St. Petersburg's city wastewater 
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treatment plant was injected into perlleable zone C along with a tracer 

(rhodamine WT). The tracer was used to make detection of injected water 

in observation wells easier. The injection rate averaged 3,380 gal/min 

(standard deviation = 80 gal/min) for the first 9.1 days. For the 

remaining 82 days the injection rate was lov/ered to 2,770 gal/min 

(standard deviation = 150 gal/min). The average injection rate for the 

entire test was 2,830 gal/min. The casing of the injection well in this 

test was open approximately over the lower sixty percent of the aquifer 

thickness. 

Rhodamine WT was detected in a well directly above the injection 

poi nt beh/een 0.03 to 1. 2 days from the start of the test. The tracer 

was also detected above the well in permeable zone B, indicating a 

"short circuit" in the vicinity of the injection well. The term "short 

circuit" is used since the tracer probably would not have leaked through 

the upper semi-confining layer had it not been disturbed. A vJel1 733 

feet from the injection well detected the tracer at the top of permeable 

zone C, but when used to sample the bottom portion of permeab~e zone C, 

no tracer was detected. This indicates that the injected water 

stratified due to density differences near the top of the injection 

zone. Data from the injection test can be seen in Figure 7.5. 

Simulation of Injection Tests Using the Fully Numerical Injection Model 

Using the fully numerical injection model, computer simUlations of 

the injection tests at South Cross Bayou were made. Because of the 

prohibitive cost associated with a 91-day computer simulation using the 

current version of this model, a simulation of the Southwest St. 

Petersburg Injection Test was not done. The McKay Creek injection test 

also was not modeled since results from the test showed little effect of 
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the injection on the aquifer. Input parameters used in the simulation 

are described in the previous section and Table 7.1. Although a 

simul at; on· was not run for the southwest St. Petersburg and Mckay Creek 

injection tests, parameters for the tests are listed for completeness. 

South Cross Bayou Simulation 

The South Cross Bayou simulation \'Jas three days in duration; 

Initial time steps for the numerical procedure were in increments of 

0.00006 days. During the simulation, the time step was increased using 

a doubling routine. The doubling routine allows the time step to be 

increased during the simulation whenever the model becomes more stable 

as judged by the number of iterations required for convergence. This 

small time step is dictated by the stability constraints described in 

Chapter 5. It can be noted that the simulated aquifer is very 

permeable, and the grid sizes are relatively small. These two 

parameters cause the stability time constraint to be very small. 

The grid spacing (for both the x andy directions) used in this 

simulation was 200 feet. The injection rate was 4,350 gallons per 

minute. This is incorporated into the model as 20.93 feet per day of 

vertical inflow over the entire area of one 200 foot by 200 foot grid 

square. The transmissivity of aquifer 1 is 1.2x106 square feet per 

day. The thi ckness of aqui fer 1 is input as 312 feet. The hor; zonta 1 

hydrauli c conduct i vity of aquifer 1 is cal cul ated to be 3,846 feet per 

day (transmissivity divided by the depth of the aquifer). Although a 

vertical hydraulic cO:1ductivity \'Jas not reported, a value of 500 feet 

per day was assumed. This is based upon the assumption that the South 

Cross Bayou site and the southl'/est St. Petersburg site are simil ar and 

that the value of 500 feet per day reported at southwest St. Petersburg 
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Test Si te 

S.W. St. Petersburg* 

South Cross Bayou 

McKay Creek 

Table 7.1 Estimated aquifer coefficients for zone C 
(injection zone) based on aquifer test analyses 

Transmissivity 
T 

(ft2jd) 

1. 2 X 106 

1.2 X 106 

0.9 X 106 

Storage 
coefficient 

S 

3.3 X 10-4 

2.2 X 10-4 

0.8 X 10-4 

Storage 
coefficient 

from 1 aboratory 
compressibil ity 

tests 
S 

6.0 X 10-4 

1.5 X 10-4 

3.1 X 10-4 

Leakance 
coefficient 

k' jb' 
(lId) 

2.2 X 10-4 to 1.9 X 10-3 

3.7 X 10-4 to 1.5 X 10-3 

6.6 X 10-3 to 1.5 X 10-2 

* vertical hydraulic conductivity = 500 ft/day, Hickey (1986) 

Diffus; vity 
TIS 

(ft2/d) 

3.6X 109 

5.5 X 109 

11.3 X 109 

""-.l 
co 



applies at this site. The porosity of the aquifer is assumed to be 

equal to 0.30. The USGS study does not report any values for the 

di spersi vity , however, a di spersi vity of 0.05 feet seems to y; eldgood 

results. 

The assumed values for the integrated distribution function of the 

sol ute concentrati on, spec; fi c di scharge, and the sol ute concentrati on 

multiplied by the specific discharge function are 0.33, 0.67, and 0.17, 

respectively, based on Equation 4.13. 

Comparison of Simulation Results of the Fully Numerical ivlodel to Test 
Data 

Figure 7.6 shows the simulation output values for a point at the 

well for several times during the simulation. Observation of this 

figure reveals that, after three days, the simulation has not reached 

steady state. Analysis, using Equation 6.3, of Figure 7.6 at a time of 

3.0 days shows that the simulation has not reached steady state. By 

inputting into Equation 6.3, the simulated head build-up (s = 2.85 feet) 

and transition zone thickness (6 = 6.70 feet) at time = 3.0 days, the 

expected steady state freshwater lens thickness for these values can be 

calculated (Zb = 116.23 feet). Comparing this calculated steady state 

freshwater lens thickness to the actual simulated freshwater lens 

thickness (Zb = 55.26 feet) reveals that the simulation has not reached 

steady state conditions. It can be seen from this simulation that the 

head build-up grows rapidly in the simulation, and, as the fresh\'/ater 

zone grows, the head bui ld-up beg; ns to slowly decrease until a steady 

state balance between the head build-up~ freshwater lens, and the 

transition zone is reached. 

Fi gure 7.7 shows the resul ts at the end of the three-day South 

Cross Bayou simulation for several points along the x-axis. Observation 
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of Figure 7.7 shows that the simulated results are very much like the 

actual field data. 

The simulation for a point near the well (approximately 35 feet 

from the well) at 3.0 days shov/s a freshwater lens thickness of 49.23 

feet, a transition zone thickness of 7.51 feet and a head build-up of 

2.62 feet. Thi s woul d mean that the freshwater lens thi ckness extends 

to a point 22.77 feet above the bottom of 'tlell A2. The injected water 

has a chloride content of 710 mg/l. The pre-injection chloride 

concentration of the aquifer is approximately 20,000 mg/l, and the 

distribution function of solute concentration through the transition 

zone of 0.33. Usi ng these parameters, the. simul ated chl ori de 

concentration that would appear in well A2 is 9,600 mg/l. This value is 

slightly higher than is reported in the field observation (8,800 

mg/l ). The di fference beh/een the actual and simul ated resul ts is 

caused by several factors. The two factor affecti ng these results. near 

the injection well is probably the assumed value of the dispersion 

cOt!ffi c i ent. 

The di spersi on coeffi ci ent in the si mul ati on is probably hi gher 

than the actual dispersion coefficient. By lowering this value, the 

transition zone size will decrease, thus decreasing the chloride 

concentration of the water entering the well. 

Although the predicted chloride concentrations for this simulation 

are slightly higher than the actual field measured values, it has been· 

demonstrated that good results can be produced by the model. 

fl. small anomaly in the transition zone value at the v/e11 appeared 

in this simulation. While all other values in t~e transition zone grid 

di spl ay the expected val ues, the val ue near the \'/ell appears to be 
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small er than expected. Thi s phenomenon was noticed in output from the 

upconi ng model presented by Means (1982) and in output presented by 

Rubin (1986). Although other investigators have not addressed this 

anomaly, it is believed that it is not an accurate representation of 

physical reality at the injection l'te11. It is believed that this 

anomaly is a result of difficulties in accurately defining derivatives 

near the well where change is rapi d. Future efforts coul d attempt to 

run the model with extremely small grid spacings. It is believed that a 

finer discretization would provide the accuracy needed to eliminate the 

anomaly at the well. Such runs could provide guidance to a proper 

treatment of the derivatives to allow a realistic spatial increment. In 

addition, other approximations could be considered. Currently, data is 

lacking to adequately define the actual behavior in this area and it ;nay 

be di ffi cul t to judge the accuracy of any further refi nements. The 

general shape of the freshwater 1 ens and transition zone as they grow 

with time are reasonable. The almost steady state values from the 

simulation are also consistent with steady state estimates. 

Simulation of 1njection Tests Using the Simplified Injection Model 

Using the simplified model described in Section 5, computer 

simulat-ions of the injections tests at South .Cross Bayou and southwest 

St. Petersburg were made. The McKay Creek injection was not modeled as 

results from the test sholt/ed 1 ittl e impact. Input parameters used in 

the simulation are described earlier in this chapter and in Table 7.l. 

Although a simulation was not run for the rkKay Creek Injection test, 

parameters for the test are listed for completeness. 

Both the South Cross Bayou and southwest St. Petersburg simulations 

vlith the modified model were run with isotropic conditions. At the time 
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of the simulations, the anisotropic information from Hickey (1986) was 

not available. After reviewing the results from the modified model, it 

\'/as felt that further modifi cati ons were needed before ani sot ropy was 

i ncl uded ,and therefore no additional runs were made for anisotropic 

conditions using the modified model. However, one can get a sense of 

the expected influence of anisotropy based on the comparison in Figure 

6.9, which was actually generated using South Cross Bayou data. 

South Cross Bayou Simulation 

The South Cross Bayou simulation was three days in duration; time 

steps for the numerical procedure were in increments of 0.1 day. The 

injection rate was 4,350 gal./min. The lowest leakance coefficient 

value \'/as chosen from the range given in Table 7.1. Using the smallest 

leakance coefficient will result in a calculation of the maximum 

possible head buildup which will provide the most conservative estimate 

of the injection well. 

Results of the South Cross Bayou simulation are illustrated in 

Figure 7.8. 

Southwest St. Petersburg Simulation 

The simulation of the injection test at southwest St. Petersburg 

was 92 days in durati on; time steps for the numeri cal procedure were in 

increments of 0.1 day for the fi rst day and were increased to i ncrernents 

of 1 day after the first day of the simulation. Again the lm'/est 

1 eakance coeff; c i ent was chosen from the range gi ven in Table 7.1 to 

provide the most conservative results possible. 

Results of the southwest St. Petersburg simulation are illustrated 

in Figure 7.9. 
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Comparison of Simulation Results 
of the t~odi fi ed Model to Test Data 

To compare the computer simulation to the field data, zb (thickness 

of the freshwater lens) from the simulation is plotted on Figures 7.8 

and 7.9 for South Cross Bayou and southwest St. Petersburg tests, 

respect'i vely. Listed in Figures 7.4 and 7.5 is the data from the 

injection tests at South Cross Bayou and southv,est St. Petersburg, 

respectively. 

The results obtained from the simulation in both the South Cross 

Bayou and southwest St. Petersburg situations underestimate the 

influence of the injection well in the vicinity of the well. This 

discrepancy is probably due to the assumption of only horizontal flow in 

the freshwater region. By making the assumption of horizontal flow, the 

influence of vertical flow is neglected; in the vicinity of the well, 

vert i ca 1 flow is 1; ke 1 y to be of major i nfl uence. Thi sis especi a 11 y 

true due to the location of the injection wells at the bottom of the 

injection zone. 

Some difficulties in convergence are encountered in the region of 

rapid head changes near and at the well. 

It is possible that these difficulties can be eliminated if a more 

accurate' description of the drawdown in the vicinity of the well is 

obtained. Work is continuing to refine the problems in the vicinity of 

the well. 

Figures 7.8 and 7.9 indicate that the general extent of the' 

injected water field is reasonably reproduced. Figure 7.8 (South Cross 

Bayou) indicates that the well nearest the injection \.'/ell is partly in 

the injected water and partly in the saltwater. This seems consistent 

with the high chloride value observed there (8800 mg/l). 
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CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 

Conclusions 

In this report, a three-dimensional model was developed for 

simulation of injection into a two-layered stratified aquifer. To 

account for effects in the flow field due to a transition zone of 

varying density and salt concentration between the fresh and saline 

layers an integral technique is used. By using an integral technique, 

the appropriate equations are simplified enough to be solved using an 

iterative ADI numerical scheme. 

By taki ng advantage of the rapi d stabi 1 i zat i on of the head bui 1 d-

up, simplifications were made to the model which enhanced the stab1lity 

characteristics and decreased the computer run time requirements of the 

model. Since the head build-up stabilizes quir:kly, it was possible to 

calculate the head build-up directly by using available analytical 

drawdown relationships. Because of the simpl i fi cati on of the head 

build-up calculation, the overall solution procedure was greatly 

simplified by eliminating the need for an overall iterative scheme. 

Also, because of the analytical calculation of the head build-up, flow 

velocities could be calculated directly~ thus' allowing for 

simplification of the calculation of the transition zone thickness. 

To check accuracy of models, both the fully numerical and modified 

simulations ~vere made with the model using input data from injection 

tests in Pinellas County, Florida. Simulation output was compared to 
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the actual results of the injection tests. Data from the tests are 

sparse and of questionable quality, and therefore detai1ed comparisons 

are difficult. HOi',ever, the general features of the injection- field 

seem to be adequately represented, with the performance of the numerical 

model apparently superior to the modified model for these runs. 

The numerical model appears to be behaving better in its current 

form, and it certainly has more potential for applications where 

hydraulic conditions (e.g., hydraulic conductivity) vary horizontally 

and vertically. However, the modified model also shows promise and 

further development shou1d be useful. Both currently could be expected 

to provide useful analyses of injection sites ~"ith proper selection of 

parameters. 

Recommendations 

The model s presented in thi s report provi des a basi s for future 

refinements. It should provide the ability for users to make preli-

minary estimates of the behavior of injection fields in settings similar 

to that modeled herein. There are several areas where further work is 

needed, some of which is continuing now. The following topics seem most 

deserving of attention in terms of their potential for most improvement 

of the model. 

1. Techniques should be developed to refine the numerical portion 

of the model solution in the vicinity of the well. This may lead to 

guidelines for selection of time and distance steps, as well as possibly 

modified finite-difference expressions. 

2. The model should be modified to account for partial 

penetration of the well, both in terms of the expected head buildup and 

in terms of the flow field attained by the injected fluid. 
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3. Vertical flow effects should be incorporated into the model in 

at 1 east two ways: the assessment of chl ori des added to the injected 

water _by the rising plume, andachi evi ng abetter description. of the 

actual injection field. 

4. The use of analytical calculations shows a head buildup 

occurring at some distance from the well at very short times. The model 

then responds to these head buildups by showing immediate arrival of 

injected water. However, there is quite likely a lag time associated 

with the actual arrival of the injected water. Neglect of this feature 

may 1 ead to i naccuraci es of the model when used for short durati on 

events. Attempts should be made to investigate this factor. 

5. The effect of the assumed profiles on predictions should be 

investigated by numerical experimentation with other profiles. This 

. effort should also be extended to allow integration of the profiles to 

estimate chloride (or other constituent) concentrations at various 

well s. 

6. The effect of the assumed flow directions should be 

investigated. 

7. Methods should be developed to eliminate the depression of the 

trans iti on zone whi ch occurs near the we 11 • It is expected that thi s 

can be accomplished through improved estimates of gradients near the 

well. 

8. r'lodify the model to handle the condition VJhich occurs when the 

transition zone intrudes into an upper layer which has a different 

hydraulic conductivity. 
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It is believed that the model which has been developed provides a 

useful tool for preliminary analysis of injection problems. It is 

expected that completion of some of the recommended items described will-_c' 

enhance its use. 



APPENDIX A 

FULLY NUt~ERICAL MODEL PROGRAM LISTING 



C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

THREE DIMENSIONAL INJECTION MODEL * DENSITY STRATIFIED 
CREATED 8/84 * S. LAUX, B. A. BENEDICT 
MODIFIED 4/86 SJL 

CGr1MON/INITI Nl,Ml,IXP,IYP 
DIMENSION S(50,50),SN(50,50),SE(50,50),Z(50,50),ZN(50,50) 

* ,ZE(50,50),DZ(50,50)~XN(50,50),BI(50,50) 
* 7A(50) ,B(50) ,C(50) ,0(50) ,X(50) 
* ,DL(50,50),DLN(SO,50),DLE(SO,50),D2(50,50),DN2(50,50) 
* ,DE2(50,50) 

THREE DIMENSIONAL INJECTION SIMULATION 

AQUIFER DETAILS 
===========-==== 

XKl=HORIZONTAL HYDRAULIC CONDUCTIVITY,AQUIFER 1(LOWER AQUIFER) 
XK1Z=VERTICAL·HYDRAULIC CONDUCTIVITY,AQUIFER 1 
XK2=HORIlONTAl HYDRAULIC CONDUCTIVITY,AQUIFER 2(UPPER AQUIFER.) 
B1=THICKNESS,AQUIFER 1 B2=THICKNESS,AQUIFER 2 
PN=EFFECTIVE POROSITY ST=STORAGE COEFFICIENT 
A1=TRANSVERSE DISPERSIVITY 
XKSI=PARAMETER OF DENSITY RATIO 
N=NUMBER OF X NODAL POINTS M= NUMBER OF Y NODAL POINTS 
NM=NUMBER OF GRID POINTS(=N*M) 

ID=TYP£ OF PRINTING 10=0 MEANS DRAWING 

READ(5,2222) IO,IP,ITM,N,M,IXS,IXF,IYS,IYF 
2222 FORMAT(9I5) 

READ(5,2232) TMAX,DT1,TOL,DX,B2,B1,XK1,XK1l,XK2, 
*PN,A1,ST,ALF,BET,AB,AL,XKSI,Q 

2232 FORMAT(F8.4,F8.6,4F8.4,3F8.3/8F8.4/F10.4) 
READ(5,8764) IPRI 

8764 FORMAT(I5) 
C READ(5,*) ZW1,ZW2 

TT=IPRI 
C IMA=O 

c 
c 
C 
C 

IXP=(IXS+IXF)/2 
IYP= (IYS+ I YF) /2 
NM=N*i1 
OB=O. 
IP=l 
WRITE(6,lO)XK1,XK2,B2,B1,PN,ST,A1,XKSI,N,M,NM 

10 FORMAT(1Hl,///,5X,'===================================~=======I! 
* ,5X,'INJECTION INTO A STRATIFIED 2-LAYERED AQUIFER ' ! 
* ,5X,' THREE DIMENSIONAL ANALYSIS ' 
* . /,5X,'=================================~=====', 
*. //SX, 'AQUIFER DETAILS ' /5X, '----~-~---~----I//,5X,fXKl~I,F9.3, 
* 5X,'XK2=',F9.3,5X,'B2=I,F4.0,5X,'B1=',F4.0/, 
* 5X,'PN=I,F4.2,5X,'ST=',F6.4,5X,IA1=j ,F6.4/,5X,IXKSI=',F5.3/, 
* 5X, I NODAL AND GRID POINTS N=I ,I2,5X, IM=I ,I2,5X, 'NM=' ,14/) 

CHRACTERISTICS OF THE TRANSITION ZONE 

ALF=INTEGRAL OF F*DI(ETA) BET=INTEGRAL OF L*DI(ETA) 
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C AB=INTEGRAL OF F*L*DI(ETA) AL=L'(O) 
C --------------------------------------------------------

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

AL1=AL*Al 
PNL=PN*BET*0.5 
WRITE(6,20)ALF,BET,AB,AL 

20 FORMAT(II,5X,'CHARACTERISTICS OF THE TRANSITION ZONE'I 
* ,5X, • ---------------------------- ... ------------- I I 
* 
* 
* 
* 

5X,·ALF='~F6.4,5X,·BET=· ,F6.4,5X,'AB=',F6.4,5X,'AL=', 
F6.3, 
5X) 

---------------------------------------------------------------
PARAMETERS 
--------------------

S(I,J),SN(I,J),SE(I,J)=INIT.,FI.,AVE HEAD BUILDUP 
Z(I,J),ZN(I,J),ZE(I,J)=INIT.,FI. ,AVE THICK. OF FRESHWATER LENS 
DL(I),DLN(I),DLE(I)=INIT.,FI.,AVE.THICKNESS OF TRANS.ZONE 
D2(I),DN2(I),DE2(I)=INIT.,FI.,AVE.SQUARE THICK. OF TRANS ZONE 
BI(I,J)=AVERAGE THICKNESS OF THE FRESHWATER ZONE 
DZ(I,J)=AVERAGE RATE OF GROWTH OF SALTWATER MOUND 
XN(I,J)=RATE OF INJECTION PER UNIT AREA 
---------------------------------------------------------------
DO 50 I=l,N 
DO 40 J=l,M 
S(I,J)=O. 
SN(I,J)=O. 
SE(I,J)=O. 
Z(I,J)=O. 
ZN(I,J)=O. 
ZE(I,J )=0. 
DZ(I,J)=O. 
BI(I,J)=B2*XK2/XKl 
XN(I,J)=O. 
DL(I,J)=O. 
DLN(I,J)=O: 
OLE (I ,J )=0. 
D2(I,J)=0. 
DN2(I,J)=0. 
DE2(I,J)=O. 

40 CONTINUE 
50 CONTINUE 

C --- ----- -------- - -- -- - - -- - - -- -- - - - -- -- ------ ----- -- - - ... - -- -- -- ---
C INJECTION DISTRIBUTION 
C --~-----------------------~------------------~------------------

- WR ITE ( 6 , 60 ) 
60 FORMAT(5X,'INJECTION DISTRIBUTION' ,/5X, 1====================1/) 

Nl=N-l - -
Ml=r~-l 

DO 80 I=IXS, IXF 
DO 70 J=IYS,IYF 

XN(I,J)=Q 
70 CONTINUE 
80 CONTINUE 

IF(ID.EQ.l) GOTD 88 
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WR ITE (6,82) 
82 FORMAT(///,lOX,'MAP OF INJECTION ' //) 

CALL DRAWl(XN,IP,DB) 
GOTO 132 

88 DO 130 1=20,30 
DO 120 K=1,2 
J=20+(K-1)*6 
Jl=J+ 1 
J2=J+2 
J3:::J+3 
J4-=J+4 
J5=J+5 
IF(K.EQ.2) GOTO 100 
WRITE(6,90)I,J,XN(I,J),I,Jl,XN(I,J1),I,J2,XN(I,J2),I,J3,XN(I,J3), 

* I,J4,XN(I,J4),I,J5,XN(I,J5) 
90 FOR MAT ( 3 X, I X N ( I ,I 2, I , I , I 2, 1 ) = 1 , F 4 • 2 , 3 X, I X N ( I ,I 2, I , 1 , I 2, I ) = 1 , F 4 • 2 

* , 3X, 1 XI'! ( 1 , 12, 1 , I , 12, 1 ) = 1 , F 4. 2,3 X, 1 XN ( 1 , 12, I , 1 , 12, 1 ) = I ,F 4.2, 
* 3X, 'XN( 1,12,1,1,12,1 )=1 ,F4.2,3X, 'XN( I ,12,1,1,12,1 )=1, 
* F4.2) 

GOTO 120 
100 WRITE(6,110)I,J,XN(I,J),I,J1,XN(I,J1),I,J2,XN(I,J2),I,J3,XN(I,J3) 

* ,1,J4,XN(I,J4) 
110 FORMAT(3X, 'XN( 1,12,1,1,12,1 )=1 ,F4.2,3X, 'XN( 1,12,1,1,12,1 )=1 ,F4.2, 

* 3X, 'XN( I ,12, I, I ,12,1 )=1 ,F4.2,3X, 'XN( 1,12,1,1,12,1 )=1 ,F4.2, 
* 3X, IXN(' ,12,',. ,I2, 1 )=1 ,F4.2) 

120 CONTINUE 
130 CONTINUE 

C ----------------------------------------------------------------
C GRID INTERVALS 
C ----------------------------------------------------------------

132 WRITE(6,140) DX 
140 FORMAT(I 3X,IGRIO INTERVALS DY=DX=' ,F4.0,' METERSI) 

N1=N-1 
N2=N-2 
1'13=1'1-3 
tH=i'1-1 
M2=M-2 
~13=f1-3 
,Ll,( 1 )=0. 

C -~--------------------------------------------------------------
C INITIAL TIME STEP=OT1 
C ----------------------------------------------------------------

WR ITE (6,150) OTl 
150 FORt1AT(j/,5X:TIr1E STEP DT=',F5.3,' DAYS',/5X, 

* 1====================1/) 
T=O. 
yJRITE (6,160)T 

160 FORMAT(//5X,'T=' ,F8.3,' DAYS'/,5X,'=================='/) 
WR ITE ( 6,170) 

170 FORMAT(I/ 5X,'ALL PARAMETERS VANISH'/,5X,'----------------------'} 
DT=DTl 
DX2=OX*DX 

180 CONTINUE 
XKK=XKl*XK2/(PN*(I.+XKSI)) 
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BK=B1*XK1 
IX=1 

ITRY=O 
210 CONTINUE 

ITRY=ITRY+ 1 
IF(ITRY.LE.I0) GO TO 201 
IF(IT.LE.l) DT=2*DT 
ITRY=O 

201 CONTINUE. 
T=T+DT 
IF(T.GT.TMAX) GOTO 660 

C ----------------------------------------------------------------
C STARTING ITERATION PROCEDURE 
C ----------------------------------------------------------------

R=DTiDX2 
XKT=XKl*R 

220 IT=-1 
222 IT=IT+l 

IF(IT.GT.ITM) GO TO 340 
BK=B1*XKl 
IF(IX.EQ.2) GO TO 590 

C ----------------------------------------------------------------
C IMPLICIT SCHEME IN THE X DIRECTION 
C ----------------------------------------------------------------

SBIG=O. 
DO 280 J=2,Ml 
DO 230 I1=2,N2 
1=11+1 
A(Il)=.5*XKT*(BI(I-l,J}+BI(I,J)+(DLE(I-l,J)+OLE(I,J»*ALF) 

230 CONTINUE 
DO 240 I1=I,N2 
1=11+1 
B(Il)=ST+XKT*O.5*(BI(I+l,J)+2.*BI(I,J)+BI(I-l,J) 

* +(DLE(I+1,J)+2.*OLE(I,J)+DLE(I-l,J»*ALF) 
D(Il)=ST*S(I,J)-PN*DT*DZ(I,J)+XN(I,J)*DT+XKT*0.5*((BI(I,J+l)+ 

* BI(I,J)+(DLE(I,J+1)+DLE(I,J»*ALF)*(S(I,J+l)-S(I,J»+(BI(I,J) 
* +BI(I,J-l)+(DLE(I,J)+DLE(I,J-l»*ALF)*(S(I,J-l)-S(I,J») 

240 CONTINUE 
DO 250 II=1, N3 
1=11+1 
C ( Ii ) =O.S*XKT* (B I (T, J )+B I ( 1+1, J) + (OLE ( 1+1, J )+DLE (I, J) ) *ALF) 

250 CONTINUE 
CALL THOMAS(A,B,C,O,X,N2) 
DO 260 1=2,Nl 
11=1-1 
SNl=X(Il) 
SB=ABS(SNl-SN(I,J» 
IF(SB.GT.SBIG) SBIG=SB 
SN(I,J)=0.5*(SNl+SN(I,J» 

260 CONTINUE 
DO 270 I=2,Nl 
SE(I,J)=(S(I,J)+SN(I,J»*O.5 

270 CONTINUE 
280 CONTINUE 
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DO 284 J=2,tn 
DO 283 I=2,Nl 
IF(Z(I,J).LT.O.OOOl) GOTO 283 
SCK={SE(I,J)-SE(I-l,J))/OX 
SCK2=(SE(I,J)-SE(I,J-l))/DX 
JJ=J 
II=! 
IF(I.LT.IXS)GO TO 281 
IF(SCK.LT.O) 11=1+1 

281 IF(J.LT.IYS)GO TO 282 
IF(SCK2.LT.O) JJ=J+l 

282 CONTI NUE 
C TEMPORARY FIX TO REDUCE INFLUENCE OF 'DOUGHNUTING ' ON DIFFERENCE SCHEME 

IF(I.GT.IXS)II=I+l 
IF(J.GT.IYS)JJ=J+l 

C END OF TEMPORARY FIX ************************************************ 
C*** BALANCED TRANS. X 

DEN=PNL-XKT*AB*(SE(I+l,J)+SE(I-l,J)-2.0*SE(I,J)+XSGN*O.5* 
* SE(II,J)-XSGN*O.5*SE(II-l,J)) 
DN2{I,J)~(D2{I,J)*PNL+XKT*AB* 

* (-XSGN*O.5*DN2(III-1,J)*(SE(II,J)-SE(II-1,J))+D2(I,J)* 
* (SE(I,J+l)+SE(I,J-l)-2.*SE(I,J))+.5*(SE(I,JJ)-SE(I,JJ-1))* 
* (D2(I,JJ)-D2(I,JJ-l)))-DX*AL1*XKT*SQRT((-SE(II,J)+ 
* SE(II-l,J))**2+(-SE(I,JJ)+SE(I,JJ-l))**2))/DEN 

C*** END BALANCED TRANS X 
IF(DN2(I,J).LT.O.) DN2(I,J)=O. 

283 CONTINUE 
284 CONTI NUE 

C ----------------------------------------------------------------
C CALCULATION APPLIED TO X AND Y DIRECTIONS. 
C ----------------------------------------------------------------

285 DBIG=O. 
DBI2=0. 
DO 288 I=2,Nl 
DO 287 J=2,~n 
DLN(I,J)=SQRT(DN2(I,J)) 
DLE{I,J)=.5*(DLN(I,J)+DL(I,J)) 
DE2(I.J)=.5*{02(I,J)+DN2(I,J)) 
DBl=ABS(DLN(I,J)-DL(I,J)) 
DB2=ABS(ON2(I,J)-D2(I,J)) 
IF(DB1.GT.OBIG) DBIG=DBI 

. IF(OB2.GT.OBI2) 0812=082 
287 CONTI NUE 
288 CONTI NUE 

ZBIG=O. 
DO 300 J=2,Ml 
DO 290 I=2,Nl 
DZ(I,J)=XKIZ/((81-ZE(I,J))*PN*(I+XKSI))*(SE(I,J)+XKSI*(-ZE(I,J) 

$ +BET*DLE(I,J))) 
ZN(I,J)=Z(I,J)+OT*DZ(I,J) 
IF(ZN(I,J).LT.O.) ZN(I,J)=O. 
IF(SN(I,J).EQ.O.) ZN(I,J)=O. 
ZE(I,J)=0.5*(ZN(I,J)+Z(I,J)) 
BI(I,J)=B2*XK2/XK1+ZE(I,J)-OLE(I,J) 
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IF(BI(1,J).LE.O.O) B1(1,J)=O.O 
ZB=ABS(ZN(1,J)-Z(1,J)) 
1F(ZB.GT.ZBIG) ZBIG=ZB 

290 CONTINUE 
300 CONTINUE 

C IF(IT/10.NE.0.l*1T) GOTO 312 
C WRITE(6,310)T,IT,IX,SB1G,ZBIG,OBIG,DBI2 
C310 FOR~1AT(//3X,F8.5,4X, IIT=I ,I3,3X, I IX=' ,I4,3X, 'SB1G=' ,E8.2,3X, 
C &'ZBIG=',E8.2, 
C * 3X, 'OBIG=' ,E8.2,3X, 'OB12=' ,E8.2) 
C312 CONTINUE 
C IF (T.LT.O.OI) GO TO 1080 
C WRITE (6,1050) 
C DO 1010 J=l,M 
C WRITE(6,9876) (SN(I,J), I=l,N) 
C1010 CONTINUE 
C WRITE(6,1060) 
C DO 1020 J=l,M 
C WRITE(6,9876) (ON2(I,J), 1=l,N) 
C1020 CONTINUE 
C WRITE(6,1070) 
C DO 1030 J=l,M 
C WRITE(6.9876) (ZN(I,J), I=l,N) 
C1030 CONTINUE 
C1050 FORMAT(lX,ISN') 
C1070 FORMAT(lX,'ZN ' ) 
C1080 CONTINUE 

IF(IT.EQ.O) GOTO 222 
IF(SBIG.GT.TOL) GOTO 222 
1F(1X-2) 320,330,330 

320 IX=2 
GOTO 380 

330 IX=l 
GOTO 380 

340 T=T-OT 
OT=0.5*OT 

350 DO 370 J=2,Ml 
DO 360 I=2,Nl 
SE(I,J)=S(I,J) 
DLE(I,J)=DL(I,J) 
DE 2 ( I , J ) =02 ( I , J ) 
ZE(I,J)=Z(I,J) 
BI(I,J)=B2*XK2/XK1+ZE(I,J)-OLE(1,J) 
IF(B1(I,J).LE.O.O) B1(1,J)=O.O 
OZ(1,J)=XKIZ/((B1-ZE(I,J))*PN*(1+XKSI))*(SE(I,J)+XKS1*(-ZE(I,J) 

* +8ET*OLE(1,J))) 
360 CONTI NUE 
370 CONTINUE 

1F(1T.GT.ITM) GO TO 210 
GOTO 210 

380 OS=O. 
DO 400 J=2,M1 
DO 390 I=2,N1 
OSS=ABS(SN(I,J)-S(I,J)) 
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IF(DSS.GT.DS) DS=DSS 
390 CONTINUE 
400 CONTINUE 

C IF(DS.LT.O.OOOOl) GOTO 660 
08=0. 
DO 420 J=2,Ml 
DO 410 I=2,Nl 
S(I,J)=SN(I,J) 
Z(I,J)=ZN(I,J) 
OL(I,J)=DLN(I,J) 
IF(DL(I,J).GT.DB) DB=DL(I,J) 
D2(I,J)=DN2(I,J) 

410 CONTINUE 
420 CONTI NUE 

C ----------------------------------------------------------------
C PRINTING RESULTS 
C ----------------------------------------------------------------

561 FORMAT(5X,'ALL ORDINATES ARE SMALLER THAN 0.05 METER ' //) 
C ----------------------------------------------------------
C CONCENTRATION CALCULATIONS 
C ----------------------------------------------------------
C DLCC=DL(IXP,IYP) 
C IF(DLCC.EQ.O.O) GO TO 1563 
C ZB=Z(IXP,IYP) 
C ZT= ZB + DL(IXP,IYP) 
C IF(ZWl.GE.lT) GO TO 1561 
C ETA1=(lT-ZWl)/DL 
C ETA2=(lW2-ZB)/DL 
C IF(ETA2.GT.l.0)GO TO 1563 
C CW=ETA1**2 - (5./3.)*ETA1**3 + ETA1**4 - .2*ETAl**5 
C CW= CW - ETA2**2 + (5./3.)*ETA2**3 - ETA2**4 + .2*ETA2**5 
C CW1=2.*ETAl - ETA1**2 -2.*ETA2 + ETA2**2 
C CW=( CW/ CWl) * 19000 
C WRITE(6,1562) CW 
C1562 FORMAT(//,10X,' CURRENT CONCENTRATION= ',F20.2) 
C GO TO 1563 
C1561 ETA2=(lW2-ZB)/DL 
C IF(ETA2.GT.l.0)GO TO 1563 
C CWD={(2./3.) - ETA2**2 - ETA2**3/3.} * DL 
C CWO= CWO + lCWI -IT 
C CWN= (2./15.) - ETA2**2 + (5./3.)*ETA2**3 
C CWN= CWN - ETA2**4 +0.2*ETA2**4 
C CW=( CWN*DL )/ CWO 
C CW= CW * 19000 
C WRITE(6,1562) CW 

1563 CONTI NUE 
IF(T.LT.TT)GO TO 586 
TT=TT+IPRI 

C IF(T.GT.6.0) DT1=0.5 
C H1A=H~A+l 
C IF (IMA.GT.IPRI) IMA=O 
C IF (IMA.LT.IPRI) GO TO 586 

IF(T.LT.O.Ol) GO TO 586 
C IF(IX .EQ. 2)GO TO 586 
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IF(ID.EQ.l) GO TO 568 
IF(ID.EQ.2) GO TO 5544 
WRITE(6,160) T 

100 

WR ITE ( 6, 562 )~';;""=-':c-:; 
562 FORMAT(///,lOX,IMAP OF HEAD BUILDUP I//) 

CALL DRAW(S,IP,DB) 
WRITE(6,564) 

564 FORMAT{///,lOX,IMAP OF FRESHWATER LENS I//) 
IF(Z(IXP,IVP).GE.5.0) CALL DRAW(Z,IP,DB) 
IF(Z(IXP,IVP).LT.5.0.AND.Z(IXP,IVP).GT.O.05) CALL DRAWl(Z,IP,DB) 
IF(Z(IXP,IYP).LT.0.05) WRITE(6,561) 
WRITE(6,565) 
IP=2 

565 FORMAT(///lOX,IMAP OF TRANSITION ZONE I///) 
IF(DB.GE.5.) CALL DRAW(DL,IP,DB) 
IF(DB.LT.5.0.AND.DB.GT.0.05) CALL DRAWl(DL,IP,DB) 
IF(DB.LT.0.05) WRITE(6,561) 
IP=l 

567 GOTO 586 
568 WRITE(6,570) 
570 FORt4AT(j2X, INODEI ,5X, lSi ,1lX,IZI ,8X, INODEI ,5X, lSI ,1lX, IZI ,8X, 

* INODEI ,5X, lSI ,1lX, IZI ,8X, INODEI ,5X, IS' ,1lX, 'ZI/) 
DO 584 I=l,N 
DO 582 K=l,lO 
J=(K-l )*4+1 
Jl=J+l 
J2=J+2 
J3=J+3 
WRITE(6,580) I,J,S(I,J),Z(I,J),I,Jl,S(I,Jl),Z(I,Jl) 

* ,I,J2,S(I,J2),Z(I,J2),I,J3,S(I,J3),Z(I,J3) 
580 FORMAT(4(I3,I3,2E12.4» 

. 582 CONTI NUE 
584 CONTI NUE 

GO TO 586 
5544 WRITE(6,160) T 

WRITE(6,562) 
DO 5555 J=l,M 
WRITE(6,9876) (S(I,J), I=l,N) 

5555 CONTI NUE 
WRITE(6,564) 
DO 6555 J=l,M" 
WRITE(6,9816) (Z(I,J), I=l,N) 

6555 CONTI NUE 
WR ITE( 6,565) 
DO 7555 J=1,r1 
WRITE(6,9876) (DL(I,J), I=l,N) 

7555 CONTINUE 
·9876 FORMAT(lX,21F6.2//) 

586 CONTINUE 
GOTO 350 

C ----------------------------------------------------------------
C IMPLICIT SCHEME IN THE V DIRECTION 
C ----------------------------------------------------------------

590 SBIG=O. 



DO 650 I=2,N1 
DO 600 J1=2,M2 
J=Jl+1· 
A(J1)=.5*XKT*(BI(I,J-1)+BI(I,J)+(DLE(I,J-1)+DLE(I,J»*ALF) 

600 CONTINUE 
DO 610 J1=1,M2 
J=J1+1 
B(J1)=ST+XKT*O.5*(BI(I,J+1)+2.*BI(I,J)+BI(I,J-1)+ 

* (DLE(I,J+1}+2.*DLE(I,J)+DLE(I,J-1»*ALF) 
D(J1)=ST*S(I,J)-PN*DT*DZ(I,J)+XN(I,J)*DT+XKT*0.5*((BI(I+1,J)+ 

* BI(I~J)+(DLE(I+1,J)+OLE(I,J»*ALF)*(S(I+1,J)-S(I,J»+ 
* (BI(I,J)+BI(I-1,J)+(OLE(I,J)+DLE(I-1,J»*ALF)* 
* (S(I-1,J)-S(I,J») 

610 CONTINUE 
DO 620 J1=1,r~3 
J=J1+1 
C(J1)=0.5*XKT*(BI(I,J)+BI(I,J+1)+(OLE(I,J+1)+DLE(I,J»*ALF) 

620 CONTINUE 
CALL THOMAS(A,B,£,0,X,M2) 
DO 630 J=2,M1 
J1=J-1 
.SN1=X(J1) 
SB=ABS(SN1-SN(I,J» 
IF(SB.GT.SBIG) SBIG=SB 
SN(I,J)=0.5*(SN1+SN(I,J» 

630 CONTINUE 
DO 640 J=2,M1 
SE(I,J)=0.5*(S(I,J)+SN(I,J» 

640 CONTINUE . 
650 CONTINUE 

DO 655 I=2,Nl 
DO 654 J=2,M1 
IF(Z(I,J).LT.O.0001) GOTO 654 
SCK=(SE(I,J)-SE(I,J-1»/OX 
SCK2=(SE(I,J)-SE(I-1,J»/OX 
II=I 
Jj=d 
IF(J.LT.IYS) GO TO 651 
IF(SCK.LT.O) JJ=J+l 

651 IF(I.LT.IXS) GO TO 653 
IF(SCK2.LT.0) 11=1+1 

653 CONTINUE 
C TEMPORARY FIX (SAME AS X 

IF(J.GT.IYS)JJ=J+l 
IF (I. GT .IXS) 1 1=1+ 1 

CEND OF TEMPORARY FIX 
·C*** BALANCED TRANS. Y 

OEN=PNL-XKT*AB*( SE (1, J.+ 1 )+SE (I, J -1) -2. O*SE (I,J )+XSGN*O. 5* 
* SE(I,JJ)-XSGN*0.5*SE(I,JJ-l» 
ON2(I,J)=(D2(I,J)*PNL+XKT*AB* 

* (-XSGN*O.5*DN2(I,JJJ-l)*(SE(I,JJ)-SE(I,JJ-1»+D2(I,J)* 
* (SE(I+1,J)+SE(I-1,J)-2.*SE(I,J»+.5*(SE(II,J)-SE(II-l,J»* 
* (02(II,J)-02(II-l,J»)-DX*AL1*XKT*SQRT((-SE(II,J)+ 
* SE(II-1,J»**2+(-SE(I,JJ)+SE(I,JJ-1»**2»/DEN 
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C*** END BALANCED TRANS. Y 
IF(DN2(I,J).LT.0.) DN2(I,J)=O. 

654 CONTI NUE 
655 CONTI NUE 

GOTO 285 
660 CONTI NUE 

STOP 
END 

C ----------------------------------------------------------------
C SUBROUTINE THOMAS SOLVES A SYSTEM OF LINEAR EQUATIONS 
C REPRESENTED BY A TRIDIAGONAL MATTRIX 
C ---------------------------------------------------------------

SUBROUTINE THOMAS(A,B,C,D,X,N) 
DIMENSION A(N),B(N),C(N),D(N),X(N),ALFA(70),SI(70) 
ALFA(l)=B(l) 
SI(l)=D(l) 
DO 20 1=2,N 
E=A(I)/ALFA(I-l) 
ALFA(I)=B(I)-E*C(I-l) 
SI(I)=0(1)+E*SI(I-1) 

20 CONTINUE 
X(N)=SI(N)/ALFA(N) 
Nl=N-l 
DO 30 I=l,Nl 
J=N-I 
X(J)=(SI(J)+C(J)*X(J+l))/ALFA(J) 

30 CONTINUE 
RETURN 
END 

C ----------------------------------------------------------------
C SUBROUTINE DRAW MAPS VARIABLES BY APPLYING THE TYPEWRITER 
C ----------------------------------------------------------------

SUBROUTINE DRAW(W,IP,DB) 
COMMON/INIT/Nl,Ml,IXP,IYP 
CHARACTER *3 AA,BB,CC 
DIMENSION W(50,50) ,BB(50) ,AA(50) ,CC(50) 
DATA CC/' ',1+1+',' 2 ','+3+',' 4 ','+5+',' 6 ','+7+',' 

* '+9+',110 1 ,'+11'" 12','+13',' 14','+15',' 16','+17',' 
* '+19',' 20','+21',' 22','+23',' 24','+25',' 26','+27',' 
* '+29',' 30','+31',' 32','+33',' 34','+35',' 36','+37',1 
* '+39 1 ,' 40','+41',' 42','+43',' 44','+45',' 46','+47',' 
* i 50!1 
B6(1)=' ++' 
M=t'll + 1 
N=Nl+l 
BB(N)='++ ' 
DO 10 I=2,Nl 
B B (I ) = ' +++ ' 

10 CONTINUE 
WRITE(6,20) (BB(I),I=l,N) 

20 FORMAT(40A3) 
BB(l)=' + ' 
BB(N)=' + ' 
DO 60 J=2 ,r~l 

8 ' , 
18' , 
28' , 
38' , 
48' , 
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DO 40 I=2,N1 
DO 30 K=1,50 
AK=K 
X1=AK-1.5 
X2=X1+1 
IF(W(I,J).LT.X2.AND.W(I,J).GE.X1) BB(I)=CC(K) 

30 CONTINUE 
40 CONTINUE 

WRITE(6,20) (BB(I),I=l,N) 
25 FORMAT ( I I) 

WRITE(6,25) 
60 CONTINUE 

BB(1)=1 ++1 
BB(N)=I++ 1 
DO 70 1=2, N1 
B B (I ) = 1 +++ 1 

70 CONTINUE 
WRITE(6,20) (BB(I),I=l,N) 
IF(IP.EQ.2) GOTO 75 
WRITE(6,80) W(IXP,IYP) 
RETURN 

75 WRITE(6,80) DB 
80 FORMAT(//5X,IMAXIMAL ORDINATE=I ,F8.3,1 METER 1//) 

RETURN 
END 

C ----------------------------------------------------------------
C SUBROUTINE DRAWl MAPS PUMPAGE BY APPLYING THE TYPEWRITER 
C ----------------------------------------------------------------

SUBROUTINE DRAW1(W,IP,DB) 
COMMON/INIT/N1,Ml,IXP,IYP 
CHARACTER *3 AA,BB 
DIMENSION W(50,50) ,BB(50) ,AA(50) 
DATA AA/ I 1 1 I' 1 2 1 . 1 3 1 I 4 1 1 5 1 1 6 1 1 7 I I 8 1 , .. ,.,.,.,.,.,.,. , 

* 1 .9 1,11. 1,11.11,11.21,11.31,11.41,11.51,11.61,'1.71,11.81, 
* 11.9 1,12. 1,12.11,12.21,12.31,12.41,12.51,12.61,12.71,12.81, 
* 12.9! , 13. I, I 3.11 , 1 3.21 , 13.3 I , 13.41 , 13.5 1 , 13.6 1 , ' 3. 7 I , 13.8' , 
* '3.9',14. I, '4.1 1,14.2', '4.3 1,14.4',14.5',14.6 1,14.7',14.8 1 , 

* '4.9'/ 
BB(1)=' ++1 
N=Nl +l 
M=Ml+l 
BB(N)='++ ' 
D010I=2,N1 
BB(I )=1+++' 

10 CONTINUE 
WRITE(6,20) (BB(I),I=1,N) 

20 FORMAT(40A3) 
. BB(1)=' + 1 

BB(N)=' + I 

DO 60 J=2,M1 
DO 40 I=2,N1 
DO 30 K=1,50 
AK=K 
X=.1*AK-0.05 
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X1=X-0.10 
IF(W(I,J).LT.X.AND.W(I,J).GE.Xl) BB(I)=AA(K) 

30 CONTINUE 
40 CONTINUE 

WRITE(6,20) (BB(I),I=l,N) 
25 FORt~AT( 1 I) 

WR ITE (6.25) 
60 CONTINUE 

BB(l )=1 ++1 
BB(N)='++ 1 
DO 70 I=2,Nl 
8B(I)='+++' 

70 CONTINUE 
WRITE(6,20) (BB(I),I=l,N) 
IF(IP.EQ.2) GOTO 75 
WRITE(6,80) W(IXP,IYP) 
RETURN 

75 WRITE(6,80) DB 
80 FORMAT(115X,'MAXIMAL ORDINATE=' ,F8.3,' METER'II) 

RETURN 
END 
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APPENDIX B 

MODIFIED MODEL PROGRAM LISTING 



C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

A MODIFIED NUMERICAL-ANALYTICAL MODEL FOR THE SIMULATION 
OF AN INJECTION INTO A CONFINED DENSITY-STRATIFIED AQUIFER. 

LIST OF ARRAYS 

SN,SE,S= PRESENT,MEAN,PAST VALUES OF HEAD-BUILDUP 
ZN,ZE,Z= PRESENT,MEAN,PAST VALUES OF FRESHWATER LENS 
DZ= RATE OF CHANGE OF THICKNESS OF FRESHWATER LENS 
DN2,D2=PRESENT,PAST SQUARED THICKNESS OF THE TRANSITION ZONE 
DLN,DLE,DL= PRESENT,MEAN,PAST THICKNESS OF THE 

TRANSITION ZONE 
DIMENSION SE(50,50),S(50,50),ZN(50,50),ZE(50,50),Z(50,50) 
DIMENSION DZ(50,50),DN2(50,50),DLN(50,50),DLE(50,50),DL(50,50) 
DIMENSION 02(50,50) 
COMMON /Nt~/ N,f1 
COMMON /DEL/ DX,DY,TIME 
COMMON /PARAM/ T,STO 
COMMON /00/ SN(50,50) 
COMMON /NEW/ Bl,B,XK 
COMMON /GOOD/ III(10),JJJ(10),QWELL(lO),JI 
COMMON /MOI/ SXt~(50,50) ,SXP(50,50) ,SYM(50,50) ,SYP(50,50) 
COMMON /HEY/ XD,YD 
**************************************************** 

INPUT GRID DATA 

N= NUMBER OF X-DIRECTION NODES M=NUMBER OF Y-DIRECTION NODES 
DX= DISTANCE BETWEEN X-DIR NODES DY= DISTANCE BETWEEN Y-DIR NODES 
DT= TIME INCREMENT 
TIMAX= MAXIMUM TH1E MODELED 
XD= X-DISTANCE USED FOR FINITf-DIFFERENCE APPROXIMATION 
YD= Y-DISTANCE USED FOR FINITE-DIFFERENCE APPROXIMATION 

**************************************************** 
READ(5,200) N,M 
WRITE(6,400) N,M 
READ(5,205) DX,DY,DT,TIMAX 
WRITE(6,410) DX,DY,DT,TIMAX 
READ(~,207) XD,YD 
WRITE(6,412) XD,YD 

C ***************************************************** 
C INPUT AQUIFER DATA 
C 
C T=TRANSMISSIVITY OF AQUIFER 
C ·STO= STORATIVITY OF AQUIFER 
C Bl= THICKNESS OF AQUIFER 
C B= THICKNESS OF SEMI~CONFINING FORMATION 
C XK= VERTICAL CONDUCTIVITY OF SEMI-CONFINING FOR~·1ATION 
C PN= POROSITY OF AQUIFER 
C BET= INTEGRAL OF L(ETA)*D(ETA) 
C AL= L 1(0) 
C Al= DISPERSIVITY 
C XKSI= DENSITY RATIO 
C AS= INTEGRAL OF F(ETA)*L(ETA)*D(ETA) 
C ***************************************************** 

READ(5,210) T,STO 
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WRITE(6,420) T,STO 
REAO(5,220) B1,B,XK 
WRITE(6,430) B1,B,XK 
READ(5,250) PN,BET,AL,A1,XKSI,AB 
WRITE(6,440) PN,BET,AL,A1,XKSI,AB 

C ***************************************************** 
C INPUT WELL DATA 
C 
C JI= NUMBER OF WELLS TO BE INPUT 
C III(IRD)= X-COORDINATE OF WELL IRD 
C JJJ(IRD)= Y-COORDINATE OF WELL IRD 
C QWELL(IRD)= INJECTION RATE OF WELL IRD 
C ********.*********************************************** 

READ(5,230) JI 
WRITE (6,450) J I 
DO 2 IRD=l,JI 

READ(5,240) III(IRD),JJJ(IRD),QWELL(IRD) 
WRITE(6,460) III(IRD),JJJ(IRD),QWELL(IRD) 

2 CONTINUE 
PNL=PN*BET*0.5 

'AL1=AL*A1 
XKK=T/(B1*PN*{1.0+XKSI)) 
M1=M-1 
N1=N-1 

C INITIALIZE VECTORS AND ARRAYS 
DO 4 J=1,M 

DO 3 I=1,N 
SN(I,J)=O.O 
SE(I,J)=O.O 
S(I,J)=O.O 
DN2(I,J)=OQO 
D2(I,J)=0.O 
DLN(I ,J )=0. 0 
DLE(I,J)=O.O 
DL(I,J)=O.O 
DZ(I,J)=O.O 
ZN(I,J)=O.O 
ZE(I,J)=O.O 
Z(I ,J )=0. 0 

3 CONTINUE 
4 CONTINUE 

ICNT=O 
ISKIP-:::O 
Tlr"E=O.O 

C INCREMENT TIME 
5 TIME=TIME+DT 

XKT=T*DT/(B!*DX**2) 
AK=T*DT*AB/B1 
ICNT=ICNT+! 
SBIG=O.O 
IF(ICNT.GE.3) ICNT=! 
IF(ISKIP.EQ.l) GO TO 25 

C CALCULATE HEAD-BUILDUP ANALYTICALY FOR.PRESENT TIME-STEP 
CALL HANT 
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DO 20 J=l,M 
DO 10 I=l,N 
SB=ABS(SN(I,J)-S(I,J)) 
IF(SB .GT. SBIG) SBIG=SB 
SE(I,J)=(SN(I,J) + S(I,J))!2.0 
S(I,J)=SN(I,J) 

10 CONTINUE 
20 CONTINUE 

IF(SBIG.LT.0.01) ISKIP=l 
C IF HEAD-BUILDUP REACHES STEADY-STATE, DO NOT RECALCULATE 
C HEAD-BUILDUP 

IF(ISKIP .EQ. 1)WRITE(6,22) 
22 FORMAT(lX,' ********************1/1 STEADY STATE REACHED ' / 

$1 ********************1) 
25 DO 40 J=2,M1 

DO 30 I=2,Nl 
JJ=J 
II=I 

SCK=(SN(I,J)-SN(I-l,J))/DX 
SCK2=(SN(I,J)-SN(I,J-l))/DY 

C CALCULATE VELOCITIES (HEAD-GRADIENTS) USING VARIABLE-
C SPACING FINITE DIFFERENCE APPROXIMATION 

DSDX=(SN(I,J)-SXM(I,J))/XD 
DSDY=(SN(I,J)-SYM(I,J))/YD 
D2DX=(SXP(I,J)-2.0*SN(I,J)+SXM(I,J))/XD**2 
D2DY=(SYP(I,J)-2.0*SN(I,J)+SYM(I,J))/YD**Z 

C CHECK SLOPE OF HEAD-GRADIENT FOR SYMMETRY CONTROL 
IF(SCK.LT.O) DSDX=(SXP(I,J)-SN(I,J))/XD 
IF(SCK.LT.O) 11=1+1 
IF(SCK2.LT.0) DSDY=(SYP(I,J)-SN(I,J))/YD 
IF(SCK2.LT.O) JJ=J+1 

C CALCULATE THE SQUARED THICKNESS OF THE TRA~SITION ZONE 
DN2(I,J)=(D2(I,J)*PNL+AK*(D2(I,J)*(D2DX+D2DY) 

$ +0.5*DSDX*(D2(II,J)-D2(II-1,J))/DX 
$ +0.5*DSDY*(D2(I,JJ)-D2(I,JJ-1))/DY) 
$ -AL1*AK/AS*SQRT(DSDX**2+DSDY**2))/PNL 

IF(TIME.LT.7.1.0R.TIME.GT.20.) GO TO 30 
IF(J.LT.9.0R~J.GT.11) GO TO 30 
IF(I.LT.9.0R.I.GT.l1) GO TO 30 
WRITE(6,4321) I,J,II,JJ,D2(I,J),D2(II,J),D2(II-1,J), 

$ 02(I,JJ),D2(I,JJ-l),DSDX,DSDY,D2DX,D2DY,DN2(I,J) 
4321 FORHAT(lX,1 1=1,13,1 J=',I3,' II;::I,I3,1 JJ=',13,' D2(I,J)=', 

$ F8.3,' D2(II,J)=' ,F8.3,' D2(II-1,J)=' ,F8.3, 1 02(I,JJ)=I, 
$ F8.3,' D2(I,JJ-1)=I,F8.3/' DSDX=' ,FlO.5, 1 DSDY=' ,FlO.5, 
$ , D2DX=',FlO.5,' D2DY=',FlO.5,' DN2(I,J)=',F8.3) 

30 CONTI NUE 
40 CONTINUE 

DO 100 J=2,M1 
DO 90 I=2,Nl 

IF(DN2(I,J).LT.O) DN2(I,J)=0.O 
DLN(I,J)=SQRT(DN2(I,J)) 
IF(DLN(I,J).GE.Z(I,J)) DLN(I,J)=Z(I,J) 
DLE(I,J)=(DLN(I,J) + DL(I,J))/2.0 
DL(I,J)=DLN(I,J) 
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D2(I ,J)=DN2(I ,J) 
ZBZ=ZN(I,J) 

C ITERATIVELY CALCULATE THE TH ICKNESS OF THE FRESHi~ATER LENS 
DO 85 JIT=1,20 
DZ(I,J)=XKK/(BI-ZE(I,J))*(SN(I,J)+XKSI*(-ZE(I,J) 

$ +BET*XKSI*DLE(I,J))) 
ZN(I,J)=Z(I,J)+OZ(I,J)*OT 
ZB=ABS(ZN(I,J) - ZBZ) 
ZE(I,J)=(ZN(I,J) + Z(I,J))/2.0 

C WRITE(6,555) DZ(I,J),ZN(I,J),Z(I,J),ZBZ,ZB,ZE(I,J),I,J,JIT 
C $ ,OLE(I,J),OLN(I,J),OL(I,J),BET,XKSI,XKK,XKT 
C555 FORMAT(IX, , DZ=',F7.2,' ZN=',F7.2,' Z=',F7.2,' ZBZ=',F7.2, 
C $' ZB=',F7.2,' ZE=',F7.2,' 1=',12,' J=',I2,' JIT=',I2 
C $ I' OLE=' ,F10.2,' OLN=' ,FI0.2,' DL=' ,F10.2,' BET=' ,F6.4, 
C $' XKSI=',F6.4,~ XKK=',FI0.1,' XKT=',F12.2) 

IF(ZB .LT. 0.01) GO TO 87 
ZBZ=ZN(I,J) 

85 CONTINUE 
WRITE(6,86) I,J 

86 FORr~AT(1X,' DZ DID NOT CONVERGE (20 IT) AT 1=' ,13,' J=' ,13) 
87 Z(I,J)=ZN(I,J) 
90 CONTINUE 
100 CONTINUE 

C IF(TIME.GE.l.0) OT=I.0 
C IF(TIME.LT.0.184) GO TO 5 
C IF(ICNT.EQ.1) GO TO 5. 
C PRINT CYCLE 

WRITE(6,299) TIME 
00 10.6 J=l,M 

WRITE(6,3o.o.) (S(I,J), I=I,N) 
106 Co.NTINUE 

WRITE( 6,310) 
DO 107 J=l,M 

WRITE(6,320) (OL(I,J), I=l,N) 
107 CONTINUE 

WRITE(6,330) 
DO 108 J=l,M 

WRITE(6,340) (Z(I,J), I=l,N) 
108 CONTINUE 

IF(TIME.LT.TIMAX) GO TO 5 
STOP 

200 FORMAT(2I2) 
205 FORMAT(2F6.1,F7.3,F6.1) 
207 FORMAT(2F7.3) 
210 FORMAT(F10.2,F7.5) 
220 FORMAT(2F6.1,F8.4) 

-- 230 FORMAT(I3) 
240 FORMAT(2I2,F10.1) 
250 FORMAT(F4.2,F6.4,2F6.3,F5.3,F8.4) 
299 FORMAT(lXII' HEAD BUILDUP AT TIME=' ,FlO.311) 
300 FORMAT(lX,50F6.3) 
310 FORMAT(lXI/' THICKNESS OF TRANSITION ZONE'//) 
320 FORMAT(lX,50F6.3) 
330 FORMAT(IXII ' PENETRATION OF FRESHHATER LENS'//) 
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340 FORMAT(1X,50F6.3) 
400 FORMAT(1X,' N=',I2,' M=',I2) 
410 FORMAT(1X,' OX=',F6.1,' OY=',F6.l,' OT=',F6.2,' TIMAX=',F6.2)_ 
412 FORMAT(lX,' XD=' ,F8.4,' YO=' ,F8.4) 
420 FORMAT(lX,' T=' ,FlO.I,' S=' ,FlO.6) 
430 FORMAT(IX" Bl=' ,FIO.l,' B=' ,FlO.l,' XK=',FlO.4) 
440 FORMAT(lX,' PN=',F6.4,' BET=' ,F6.4,' AL:',F6.3,' AI=' ,F7.4/ 

$ 'XKSI=',F6.3,' AB=',F8.4) 
450 FORMAT(IX,' JI=' ,14) 
460 FORMAT(lX,, III=',I4,' JJJ=',I4,' QvIELL=',FlO.l) 

END 
SUBROUTINE HANT 

C SUBROUTINE CALCULATES HEAD-BUILDUP IN AQUIFER USING 
C ANALYTICAL RELATIONSHIPS 

COMMON /00/ OOWN(50,50) 
COMMON /NM/ N,M 
COMMON /OEL/ OELX,OELY,TIME 
COMMON /PARAM/ T,STO 

C WRITE(6,200) STO 
C200 FORMAT(lX,' STO=' ,FlO.5) 

CALL BEGIN 
CALL CONST 
CALL BOAY 

C WRITE(6,lOO) T,STO 
C WRITE(6,110) OELX,OELY 

RETURN 
ClOO FORMAT(IX,' TRANSMISSIVITY=' ,FlO.lj' STORATIVITY=' ,FlO.4) 
ClIO FORMAT(lX,' OELX=' ,FlO.2j' DELY=' ,FIO.2) 

END 
SUBROUTINE BEGIN 

C SUBROUTINE SETS UP REQUIRED SPATIAL VECTORS 
COMMON /NW N,M 
COMMON JOELj DELX,DELY,TIME 
COMMON jXY/ X(50),Y(50) 
COMMON jPARAMj T,STO 
DO 5 I=l,N 

X(I)=(I-l)*DELX 
5 CONTINUE 

DO 7 J=l,M 
Y(J)=(J-l)*DELY 

7. CONTINUE 
RETURN 
END 

SUBROUTI NE CONST 
C- COMPUTE CONSTANTS 

. C 

C 

C 

IMPLICIT COMPLEX (C) 

COM~10N /MA THj 
COMt10N jOt1EGAj 

C=(O.,l.) 
CC=(O.,O.) 
PI=4.0*ATAN(1.0) 

PI, EPS 
COMREF, CC 

110 



EPS=l.O 
1 EPS=EPS/2.0 

EPSO=EPS+l. 0 
IF (EPSO.GT.l.O) GOTOl 
RETURN 
END 

SUBROUTI NE BOA Y 
CO~1MON /PUSH/ RB 
COMMON /NEW/ Bl,B,XK 
COtvlMON /GOOD/ III(lO),JJJ(lO),QWELL(lO),JI 
COt1MON /NW N ,M 
COMMON /DEL/ DELX,DELY,TIME 
COMMON /XY/ X(50), Y(50) 
COMMON /PARAM/ T,STO 
COMMON /MATH/ PI,EPS 
COMMON /00/ DOWN(50,50) 
COMMON /MOI/ SXM(50,SO),SXP(50,50),SYM(SO,SO),SYP(50,50) 
COMMON /HEY/ XD,YD 
HALF=3S.0 
DO 5 J=l,M 

DO 3 I=l,N 
DOWN(I ,J )=0. 00 
SXP(I,J)=O.OO 
SXM(I,J)=O.OO 
SYP(I,J)=O.OO 
SYM(I,J)=O.OO 

3 CONTINUE 
5 CONTINUE 

XK1=T/Bl 
K=O 

C INCREMENT INJECTION WELL 
10 K=K+l 

II=II I (K) 
JJ=JJJ (K) 
QW=QWELL (K) 
XW=X (II) 
YW==Y (JJ) 

C CALCULATE VALUES FOR EACH POINT ON SPATIAL GRID 
DO 30 J=l,fci 

DO 20 I=l,N 
C CALCULATE RADIUS AT AND AROUND DESIRED GRID-POINT 

R=SQRT((X(I)-XW)**2+(Y(J)-YW)**2) 
IF(R.LT.HALF) R=HALF 
RXP=SQRT((X(I)+XD-XW)**2+(Y(J)-YW)**2) 
IF(RXP.LT.HALF) RXP=HALF 
RXM=SQRT((X(I)-XD-XW)**2+(Y(J)-YW)**2) 
IF(RXM.LT.HALF) RXM=HALF 
RYP=SQRT((X(I)-XW)**2+(Y(J)+YD-YW)**2) 
IF(RYP.LT.HALF) RYP=HALF 
RYM=SQRT((X(I)-XW)**2+(Y(J)-YD-YW)**2) 
IF(RYM.LT.HALF) RYM=HALF 
AMULT=SQRT(XK/(XK1*Bl*B)) 

C CALCULATE LEAKANCE PARAMATER AT AND AROUND GRID-POINT 
C (FIRST WELL FUNCTION PARAMETER) 
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RB=R*AMULT 
RBXP=RXP*AMULT 
RBX~~:::RXt~*AMUL T 
RBYP=Ryp*Ar~UL T 
RBYM=RYr~*AMULT 
BMULT=STO/(4.0*T*TIME) 

C CALCULATE SECOND WELL FUNCTION PARAMETER 
U=R**2*BMULT 
UXP=RXP**2*BMULT 
UXt~=RXW*2*BMUL T 
UYP=RYP**2*BMULT 
UYf.l=RYM**2*BI-IULT 

C CALCULATE WELL FUNCTION AT AND AROUND A GRID POINT 
IF(RB.GT.3.0)CE=XCOEF(U) 
IF(RB.LE.3.0)CE=XCOEF2(U) 
RB=RBXP 
IF(RB.GT.3.0)CXP=XCOEF(UXP) 
IF(RB.LE.3.0)CXP=XCOEF2(UXP) 
RB=RBXt'l 
IF(RB.GT.3.0)CXM=XCOEF(UXM) 
IF(RB.LE.3.0)CXM=XCOEF2(UXM) 
RB=RBYP 
IF(RB.GT.3.0)CYP=XCOEF(UYP) 
IF(RB.LE.3.0)CYP=XCOEF2(UYP) 
RB=RBYM 
IF(RB.GT.3.0)CYM=XCOEF(UYM) 
IF(RB.LE.3.0)CYM=XCOEF2(UYM) 
CMULT=QW/(4.0*PI*T) 

C CALCULATE HEAD-BUILDUP AT AND AROUND GRID-POINT 
DOWN(I,J)=CE*CMULT+DOWN(I,J) 
SXP(I,J)=CXP*CMULT+SXP(I,J) 
SXM(I,J)=CXM*CMULT+SXM(I,J) 
SYP(I,J)=CYP*CMULT+SYP(I,J) 

. SYM(I,J)=CYM*CMULT+SYM(I,J) 
C WRITE(6,5432) I,J,R,RB,U,CE,DOWN(I,J) 
C5432 FORMAT(lX, 1 1=1,13,1 J=I,I3,1 R=',FlO.3,' RB=',ElO.3,' U=I, 
C $ E10.3,' CE=I,E10.3,' DOWN=' ,F10.3) 

20 CONTINUE 
30 CONTINUE 

C W~ITE(6,150) TIME 
C DO 70 J=l,M 
C WRITE(6,140) (DOWN(I,J), I=l,N) 
C70 CONTINUE 

IF(K.LT.JI) GO TO 10 
RETURN 

ClSO FORMAT(lX,'DRAWDOWN AT TIME=' ,FIO.2) 
C140 FORMAT(lX,50F6.2) 

END 
DOUBLE PRECISION FUNCTION XCOEF(U) 

C SUBROUTINE CALCULATES THE WELL FUNCTION FOR A LEAKY AQUIFER 
C GIVEN INPUT PARAMETERS OF U AND RB 
C 
C THIS SUBROUTINE IS ACCURATE IN THE FOLLOWING RANGE: 
C 
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C FOR RB > 1.0 ACCURACY WITHIN 10% 
C FOR RB > 10.0 ACCURACY WITHIN 1% 

c 

REAL*8 U,RB,XCOEF 
COMMON /MATH/ PI,EPS 
COMMON /PUSH/ RB 

XCOEF=DSQRT(PI/(2*RB))*DEXP(-RB) 
$ *DERFC(-(RB-2*U)/(2*DSQRT(U))) 

RETURN 
END 
DOUBLE PRECISION FUNCTION XCOEF2(U) 

C SUBROUTINE CALCULATES WELL FUNCTION FOR INPUT PARAMETERS 
C 
C WELL FUNCTION FOR A LEAKY AQUIFER--USING NUMERICAL 
C INTEGRATION OF THE WELL FUNCTION 
C 
C INPUT GUIDE 
C 
C INPUT IS PASSED TO SUBROUTINE IN THE CALL STATEMENT 
C AND IN A COMMON STATEMENT 
C 
C RB= PARAMETER # 2 .... PASSED THROUGH COMMON 
C 
C WILL CALCULATE THE WELL FUNCTION FOR SPECIFIC PARAMETERS 
C 
C 
C THIS SUBROUTINE CAN BE SUBSTITUTED BY ANY SUBROUTINE THAT 
C CALCULATES THE WELL FUNCTION GIVEN THE NECESSARY INPUT 
C PARAMETERS. 

REAL*8 U,RB,XCOEF2,ANS 
EXTERNAL FFX 
COMMON /PUSH/ RB 
AA=20.0 
EPSS=O.05 
MAXIT=25 

C CALL SCHEME TO NUMERICALLY INTEGRATE THE WELL FUNCTION 
CALL QA04AD(ANS,U,AA,EPSS,MAXIT,FFX) 
XCOEF2=ANS 
RETURN 
END 
DOUBLE PRECISION FUNCTION FFX(X) 

C SUBROUTI NE SUPPLYS THE WELL FUNCTION TO SUBROUTINE QA04AD 
REAL*8 RB,X,A,FFX 
COMMON /PUSH/ RB 
A=RB**2/(4.0*X) 
A=X+A 
FFX=DEXP(-A)/X 
RETURN 
END 

C QA04AD - A SUBROUTINE TO APPROXIMATE 
1 
C 
2 
C AA 
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3 
C I F(X)DX, 
4 
C BB 
5 
C 
6 
C USING AN ADAPTIVE 3-POINT GAUSSIAN INTEGRATION SCHEME. 
7 
C 
8 

9 

10 

11 

12 

13 

14 

15 

16 

17 
C 
18 

SUBROUTI NE QA04AD (ANS, AA, BB ,EPSS, t~AX IT, F) 

IMPLICIT REAL*8 (A-H,O-Z) 

REAL*8 R(30),B(30),Bl(30),Al(30),EPS(30),EST2(30),EST3(30),FW(30), 

IFV(30),F3(30),F4(30),F5(30),F6(30) 

REAL*8 F 

DIMENSION J(30) 

COMMON/QA04BD/DIVD,LPD,NFD,ERREST 

COMMON /QA04B/DIVS,LPS,NFS,ESTS 

REAL*4 DIVS,ESTS,SANS,SAA,SBB,SEPS 

C THE ARGUEMENT LIST IS AS FOLLOWS:-
19 
CANS 
20 
C 
21 
C AA 
22 
C 
23 

. C BB 
24 
C 
25 

ON ENTRY:UNDEFINED.ON RETURN:SET BY THE SUBROUTINE TO THE 

APPROXIMATION OF THE INTEGRAL I. 

ON ENTRY:SET BY THE USER TO THE UPPER LIMIT OF THE INTEGRAL. 

ON RETURN:NO CHANGE. 

ON ENTRY: SET BY THE USER TO THE LOWER LIMIT OF THE I NTEGRALI. 

ON RETURN:NO CHANGE. 

C EPSS ON ENTRY:SET BY THE USER TO THE RELATIVE ACCURACY REQUIRED. 
26 
C ON RETURN:NO CHANGE. 
27 
C 
28 
C MAXIT ON ENTRY:IS THE MAXIMUM NO. OF ITERATIONS TO BE ALLOWED. 
29 
C (LE.30) ON RETURN:CONTAINS THE MAXIMUM NO. OF ITERATIONS 
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30 
C ACHIEVED. 
31 
C F IS THE FUNCTION F(X) TO BE INTEGRATED.MUST BE SET BY THE 
32 
C USER. 
33 
C 
34 
C P AND Q ARE ONE HALF OF THE THREE POINT GAUSS-LEGENDRE WEIGHTS. 
35 

36 
C 
37 

DATA P,Q /4.444444444444444D-01,2.777777777777778D-01/ 

C R(K)=R**K,WHERE R=1-SQRT(l5)/5 USED FOR GENERATION OF POINTS OF 
38 
C SUBDIVISION. 
39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 
C 
55 

DATA R(1)/2.2540333075851670-01/,R(2)/5.080666151703326D-02/, 

1R(3)/1.145199073065985D-02/,R(4)/2.581316854506389D-O3/, 

2R(5)/5.818374167488376D-04/,R(6)/1.311480916951191D-O4/, 

3R(7)/2.956121669070321D-05/,R(8)/6.663196703358761D-O6/, 

4R(9)/1.501906730436233D-06/,R(10)/3.385347795289606D-07/, 

5R(11)/7.630686688342781D-08/,R(12)/1.7199821955271380-08/, 

6R(13)/3.876897157171633D-09/,R(14)/8.738655322347104D-10/, 

7R(15)/1.969722016007677D-10/,R(16)/4.439819030765107D-11/, 

8R(17)/1.000749997499504D-11/,R(18)/2.255723826929655D-12/, 

9R(19)/5.084476638612921D-13/,R(20)/1.146057969507219D-13/, 

lR(21)/2~583252835692698D-14/,R(22)/5.822737933565171D-15/, 

2R(23)/1.312464524359553D-15/,R(24)/2.958338752930355D-16/~ 

3R(25)/6.668194084224985D-17/,R(26)/1.503033156728549D-17/, 

4R (27) /3. 387886797671025D-18/ ,R (28)!7. 6364096842785390 -19/ , 

5R(29)/1.721272177872976D-19/,R(30)/3.8798048203453460-20/ 

C S=(l-R)/R.USED FOR GENERATION OF POINTS OF SUBDIVISION. 
56 

DATA S/3.436491673103706000/ 
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57 
C 
58 
C- DIY IS ADAPTIVE DIVISOR OF EPS(I) 
59 

DIV=DIVD 
60 

LP=LPD 
61 

90 IERRC=O 
62 

ERREST=O.DO 
63 

IF(MAXIT.GT.30)MAXIT=30 
64 

II=l 
65 

ANS=ODO 
66 

J(1)=4 
67 

A=AA 
68 

B(1 )=BB 
69 

BT=BB 
70 

Rl=BB-AA 
71 

R2=0.1127016653792583DO*Rl 
72 
C R2=(1-SQRT(3/5))/2*Rl 
73 

74 

75 

76 

77 

FU=P*F(AA+R2) 

FV(1)=P*F(5D-l*(AA+BB)) 

FW(1)=P*F(BB-R2) 

NF=3 

EST=Rl*(625D-3*(FU+FW(1))+FV(1)) 
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IF(I.GT.IMAX)IMAX=I 
84 
C FORM GAUSSIAN SUMS AND TEST. 
85 

86 

87 

88 

89 

90 

R1=R(K)*(BT-A) 

Al (I)=A+R1 

B1(I)=A+S*R1 

R2=2D-1*(B(I)-A) 

W1=A+R2 

U3=B(I)-R2 
91 

92 

93 

F1=F(A1(I )-R2) 

F2=F(W1) 

F3(I)=F(2DO*Wl-5D-1*(A+A1(I))) 
94 

F4(I)=F(2DO*U3-5D-1*(B(I)+B1(I))) 
95 

F5(I)=F(U3) 
96 

97 

98 

99 

100 

101 

102 

103 

104 

F6(I)=F(Bl(I)+R2) 

NF=NF+6 

EST1=R1*(Q*(F1+F2)+FU) 

EST2(I)=(B1(I)-A1(I))*(Q*(F3(I)+F4(I))+FV(I)) 

EST3(I)=R1*(Q*(F5(I)+F6(I))+FW(I)) 

SUM=ESTl+EST2(I)+EST3(I) 

ABSA~ABSA+DABS(EST1)+DABS(EST2(I))+DABS(EST3(I))-DABS(EST) 

IF(DABS(SUM-EST).LE.EPS(I)*ABSA)GO TO 20 

C IF NO. OF ITERATIONS ACHIEVED IS GREATER THAN NO. REQUESTED~ 
105 
C PRINT DIAGNOSTIC AND RETURN. 
106 

IF(I.GE.MAXIT)GO TO 70 
107 
C DEFINE LEFTMOST SUBINTERVAL. 
108 

K=K+1 
109 

II=I+1 
110 
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111 

112 

113 

114 

115 

116 

117 

118 

B ( II ) =Al (I ) 

FW(I I )=P*F2. 

FV(II)=FU 

FU=P*F1 

EST=ESTl 

EPS(II)=EPS(I)/DIV 

J(II)=1 

GO TO 10 

C WHEN ACCURACY IS REACHED AT ONE LEVEL, PROCEED TO NEXT 
119 
C APPROPRIATE LEVEL. 
120 

20 JJ=J (I) 
121 

122 

123 

124 

ERREST=ERREST+DABS(SUM-EST) 

1=1-1 

GO TO (30,40,50,60),JJ 

C DEFINE MIDDLE SUBINTERVAL. 
125 

30 ANS=ANS+SUM 
126 

127 

128 

129 

130 

131·· 

132 

133 

134 

135 

136 

137 

K=l 

II=I+1 

A=A1(I) 

B (I !) =81 (I ) 

BT=B(I I) 

FU=P*F3(I) 

FV(I I)=FV( 1) 

FW(I I )=P*F4( I) 

EST=EST2(I) 

EPS(II)=EPS(I)/DIV 

J (I I)=2 
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GO TO 10 
138 
C DEFINE RIGHTMOST SUBINTERVAL. 
139 

40 ANS=ANS+SUM 
140 

141 

142 

143 

144 

145 

146 

II=I+l 

A=Bl(I) 

8(1 I) =B (I ) 

BT=B(I I) 

FU=P*F5(I) 

FV(II)=FW(I) 

147 

148 

149 

150 

FW( I I )=P*F6(I) 

EST=EST3(I) 

EPS(II)=EPS(I)/OIV 

J (I I) =3 

GO TO 10 
151 

50 ANS=ANS+SUt~ 
152 

153 

154 

155 

SUM=ODO 

EST=OOO 

GO TO 20 

60 MAXIT=H~AX 
156 

IF(NF.EQ.9)ANS=SUM 
157 

rr-(I'-"Rr i!:" n)GO TO 100 r t.i\\v.l-L-IioU 

158 
WRITE(LP,81)IERRC 

159 
81FORMAT('QA04A/AD ACCURACY SUSPECT AT' ,16,' POINTS', 

160 
I' I N RANGE. 

161 
I~AXIT=-MAXIT 

162 
100 SANS=ANS 

163 
NFS=NF 

164 

BEST ESTIMATE RETURNED. ') 
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165 

166 

167 

168 

NFD=NF 

ERREST=ERREST*.01536DO 

ESTS=ERREST 

RETURN 

C REQUIRED ACCURACY NOT REACHED IN MAXIT ITERATIONS. 
169 

70 fERRC=IERRC+l 
170 

171 

172 

173 

174 

175 

176 

177 

178 

179 

180 

181 

182 

183 

184 

185 

186 

GO TO 20 

ENTRY QA04A(SANS,SAA,SBB,SEPS,MAXIT,F) 

DIV=DIVS 

LP=LPS 

AA=SAA 

BB=SBB 

EPSS=SEPS 

GO TO 90 

END 

BLOCK DATA 

REAL*8 DIVD,ERREST 

COMMON/QA04BD/DIVD,LPD,NFD,ERREST 

COMMON /QA04B/DIVS,LPS,NFS,ESTS 

RE,!\l *4 D I VS ,ESTS 

DATA DIVD/1.4DO/,LPD/6/,DIVS/l.4/,LPS/6/ 

END 
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