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SECTION I 

INTRODUCTION 

A. PROBLEM DEFINITION 

1. Environmental Concerns 

Like a small city, an Air Force Base can generate air and water 
pollution, noise, traffic and other factors of concern to the surrounding area 
and the overall environment. Moreover, the Air Force is subject, in most 
instances, to the same federal, state, and local environmental regulations 
that apply to other governing bodies (e.g., cities). Thus, sewage treatment 
plants must obtain permits; air pollution from traffic and aircraft must be 
controlled; noise abatement procedures must be followed for both airborne and 
ground operations, etc. These factors relate to planning and design activities. 
At a more immediate level, accidents that might damage the environment must be 
rectified, e.g., hazardous waste spills on land and water, sewage releases, 
fires, explosions, etc. Reaction time is critical in such instances, and 
advanced, computer-based technology would greatly aid in instituting control 
measures. Such a technology would naturally be useful at all levels of 
environmental and engineering activities and is currently being implemented by 
the Air Force. 

2. Environmental Models and Data 

Within the past 25 years, all areas of engineering have received more 
powerful tools for routine application than were possible using "hand" 
calculations. In the environmental area, sophisticated mathematical models 
may now be used to address the kinds of problems previously mentioned. As an 
example, concentrations of air pollutants may be predicted, using any number 
of models for both short and long term assessments as a function of source and 
pollutant characteristics, terrain features, and meteorological conditions. 
Such models may be used to determine the impact of new construction on an Air 
Force Base or-increased use (e.g., by additional traffic o~ more flights) of 
existing facilities. The Environmental Protection Agency (EPA) is an example 
of a federal agency that develops and maintains such computer technology. 

Of equal importance is the availability of computerized data bases 
that contain information on all aspects of our society. In particular, 
environmental data bases contain time histories and spatial distributions of 
air and water quality data, as well as myriad meteorologic, hydrologic and 
demographic data. These resources now permit engineers to use statistical 
methods and other tools of analysis on a routine basis for planning, design 
and operational purposes. Some models also require the kinds of data stored 
in such repositories. For example, certain air pollution models require 
historic meteorological data to predict long-term average and extreme 
pollutant concentrations (see Section II). 

Clearly, the success of modeling, statistical analysis and other 
analytical procedures hinges upon the availability of appropriate computer 
technology for user interaction, linkage to data, and execution of numerical 
procedures. The Air Force is currently quite active in incorporating such 
technology into its environmental and other engineering services. 
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3. Software for Environmental Models and Data 

This report focuses upon the architectural and functional design of 
software that will enable the Air Force to manage environmental models and 
data easily and accurately for application to recurring problems. This 
software, along with relevant models, data, computing network, new computer 
hardware and system software, etc., will constitute the basis of the Air Force 
Environmental Model and Data Exchange (AFEMDEX). 

This developmental effort partially follows an exhaustive study 
(Reference 1) by. the General Software Corporation (GSC) that outlines 
capabilities and deficiencies of current environmental engineering activities 
within the Air Force, including the areas of modeling, data bases, controller 
software, computer networks, etc. The GSC study noted deficiencies in data 
needed for model support, model-data format, compatibility, proximity of data 
to where they are needed, quality of modeling software and documentation, as 
well as other deficiencies. In general, limited facilities, noninteractive 
programs, and "non-user-friendly" computer procedures have limited past Air 
Force efforts to improve its engineering capabilities. 

Major GSC recommendations include: 

a. Link functionally distinct Ai'r Force centers with a computer 
network. Models and data collected and maintained at different locations 
could then be retrieved and transferred to any location on the network, at 
which point data could be merged and formatted properly for analysis. 

b. Coordinate data collection efforts. 

c. Identify facilities for integration into the network. 

d. Provide users with a friendly interface, e.g., menu-driven 
programs. 

e. Develop improved techniques for data collection, storage, 
retrieval, formatting, etc. 

f. Use experience gained in related data base actiVities, such as for 
the Chemical Substances Information Network (CSIN). 

The GSC recommendations are general and do not address the technical 
complexity inherent in many of the proposa~s. For example, considerable 
developmental effort is required simply to construct a user-friendly and 
interactive environmental model. The effort is enormously magni£ied when 
user-friendly software must be developed to manage a large array of 
environmental models, data bases and network linkages .. Nonetheless, the 
thrust of the research described in this report deals with the architectural 
design of this software. Through this means, considerable insight may be 
found short of the much more massive effort required to construct the actual 
prototype s.oftware. 
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B. ROLE OF DATA BASE MANAGEMENT SYSTEMS 

1. Problem Areas 

The large diversity in computer systems and the concurrent growth in 
environmental models and data bases have led to severe problems of "matching" 
the models to the data bases. The data bases are managed by software of 
varying sophistication, most of which is batch-oriented, for example, the key 
repository of meteorological data at the Ashville National Climatic Center of 
the National Oceanic and Atmospheric Administration (NOAA), while a few have 
on-line capabilities. Moreover, some data bases have a simple sequential file 
structure· (as on a magnetic tape), while others employ a complex random access 
structure. 

Not only is the~tructure of data bases nonuniform, but the specific 
format requirements of various models may also lead to difficulties because of 
varying names and data types assigned to model parameters (e.g., real vs. 
integer, numerical vs. character). These are not standardized across models 
aDd may lead to different access requirements from different models to the 
Balle data base. A few environmental models avoid the model-data base 
incompatibilities by incorporating "default" data directly into the the model. 
The user can then call up meteorological data nearest to the application site. 
However, a much more general solution is to eliminate the incompatibilities 
a.ong useful models and data bases. 

2. Data Base Management Systems 

The incompatibility between models and data bases could be resolved if 
the data base-handling software were made independent of the model or 
application; an appropriately designed data base management system would allow 
.adels to run, using any data base. Such a system provides the user with an 
interface that will perform all functions of retrieval, creation, deletion, 
and modification of data. Its design would include three major components: 

a. Common language interface. A common language allows a user to 
state his request independently of the structure and physical organization of 
the data base. All user queries are stated in the common language, using a 
standard query format, represented in the form of a table. A menu-driven 
query formulation must be designed for ease of use. 

b. Transformation of data. All queries in standard format, using a 
ca.mon language, ar~ decomposed to extract the relevant data from the data 
bases. The retrieved data are reformatted, and any conversion (data type, 
units, etc.) is done before the data are used by any model. 

c. COllUDon dictionary. A dictionary is a data base of "metadata," 
i.e., it is a data base about various environmental data bases and models. 
The dictionary contains a properly classified list of all models and data 
bases included in the system, and contains information relevant to which data 
bases can be used by each model. Users are allowed to browse through the 
dictionary to decide upon a model and upon a data base with which to run the 
.odel. 
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These component needs require the development of a distributed data 
base system wherein different environmental data .bases are accessible from any 
site on the Air Force computer network. In a conceivable scenario, a user at 
Site A could select a model at Site B and run it, using a data base at Site C. 
The state of the art of distributed data base management systems and a framework 
for the proposed architecture of such a system for the Air Force are described 
in Section III of this report. 

C. PROJECT SCOPE 

1. Proj ect Goal 

The project is to analyze existing distributed data base management 
systems and propose an architecture for an environmental information network 
on the basis of the following: 

a. The network will be in keeping with the goals of the AFEMDEX 
proposals. 

b. Environmental models to be considered initially as examples will 
be one or two of the EPA UNAMAP (User's Network for Applied Modeling of Air 
Pollution)" air quality models. 

c. Environmental data bases to be considered initially will be the 
NOAA data bases from Asheville, plus EPA and hydrologic data bases. 

2. Phase 1: Literature Review 

Review and evaluate distributed data base management systems and 
techniques, including CSIN, as they relate to the needs of the project. 
Operational environmental models and data bases, particularly those related to 
air quality, will be similarly reviewed and evaluated. 

3. Phase 2: General Design 

a. Design a data model to deal with environmental data bases. 
Examine some sample data bases. 

b. Categorize environmental models on the basis of their interaction 
with users and data bases. 

c. Investigate high-level languages that may be suitable for software 
construction and how they can relate to the low-level command languages used 
by current data base management systems for environmental data. 

d. Define the contents and structure of a data dictionary~ Review 
environmental models and their input/output reqUirements in the dictionary for 
air quality data and models. 

4. Reporting Format 

Phase I is covered in detail in Sections II and III of this report; 
Phase 2 is considered in Sections IV and V. A detailed technical review of 
distributed data base management systems is given in Appendix A. Appendices B 
and C present examples of typical environmental data bases. 
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SECTION II 

SURVEY OF OPERATIONAL ENVIRONMENTAL AND AIR QUALITY 
MODELS AND RELATED DATA BASES 

A. INTRODUCTION 

An important phase of environmental modeling is the application of 
theoretical or empirical knowledge of natural processes to predict the 
concentration and distribution of natural or manmade substances (e.g., 
pollutants) in the environment. Over the past two decades the development and 
use of environmental .adels have rapidly increased. This trend is mainly in 
response to mandated planning requirements of federal, state, and local 
environmental legislation. The various mandates require the partitioned 
environmental system analysis for evaluation of the human activity impacts on 
ambient environmental quality. Furthermore, analysis is required to assess 
the effectiveness of strategies and measures for achieving and maintaining an 
acceptable level of ambient quality (Reference 2). 

Environmental modeling tools applied in such an analysis may range from 
the simple to the complex. Selection of an appropriate model is based on the 
time and budget available, questions to be answered, detail required to answer 
the questions, models available, computer requirements, and input data 
requirements. 

This chapter contains material on environmental models and data bases with 
emphasis on model classification, selection, data requirements, and possible 
data base applications. The first section presents a general scheme for 
classifying and selecting an appropriate environmental model. The second 
section describes the scheme as applied to air quality models and includes a 
suggested interactive sequence for computer-aided selection of an appropriate 
>air quality model. In addition, the ~ection discusses general data requirements 
and possible data bas~applications for air models, along with an example of 
specific data requirements for a selected model. The third section presents a 
brief summary of a water model classification and selection scheme, as well as 
data requirements and data base applications. 

Before proceeding further, several comments are appropriate regarding 
application of environmental data bases. In general, two types of input data 
are required for application of environmental models: environmental conditions 
data and pollutant discharge data. Environmental conditions data refer to 
variables such as air temperature, wind velocity, wind direction, streamflow, 
and water temperature. Pollutant discharge data relate to the quantities of 
various pollutants discharged from specific sources over specified areas and 
time periods. The user must enter most of these model input data manually, 
independent of available data bases. That is, most environmental models do 
not require input data from formal data bases. In addition, very few data 
bases are designed to support modeling activities. Therefore, in many 
instances, data from environmental data bases must be statistically processed 
to satisfy model requirements as noted in the GSC report (Reference 1). 
Although currently available data bases are not particularly useful for direct 
modeling applications, they do provide valuable background and statistical 
information necessary for complete analysis of a given environmental problem. 
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In this context, the word "model" is interpreted broadly within this 
report to mean any form of computer analysis of data. For instance, a 
statistical analysis of environmental data, or even a visual inspection of the 
data will still require most of the data base management facilities described 
in Sections IV and V of this report. Although the following discussion mainly 
describes models in terms of a set of programmed algorithms applied to specific 
environmental problems, this broader sense of the word should be borne in 
mind. 

B. GENERAL CLASSIFICATION AND SELECTION SCHEME FOR ENVIRONMENTAL MODELS 

1. Model Classification 

Several classification schemes are commonly used for categorizing 
environmental models. In a recent Resources for the Future (RFF) Report, 
Basta and Moreau (Reference 3) propose the following broad delineation among 
environmental models: (1) models of residual (pollutant) generation and 
discharge from land surfaces, (2) models of surface receiving waters, (3) 
models of subsurface waters, (4) models of atmospheric systems, and (5) models 
of terrestrial ecological systems. This classification scheme is operational 
with respect to the ways in which environmental models are integrated into 
environmental quality management and the ways that different environmental 
models are linked. In addition, with the possible exception of noise models, 
these categories encompass specialized classes of models such as exposure 
(radiation), chemical spill, and waste disposal models (Reference 1). 

Environmental models may be further classified according to anyone, 
or a combination of three basic analytical approaches: (1) physical modeling, 
(2) conservation of mass and energy, and (3) statistical. Physical modeling 
involves construction of a small-scale physical replica of the environmental 
system of interest. The model is designed to simulate the behavior of the 
real system under controlled conditions. As this study focuses on mathematical 
models, physical models will not be further considered. Models based on the 
conservation of mass and energy approach attempt to simulate the material and 
energy transport and transformation processes in an environmental system 
explicitly. In contrast, statistical models do not explicitly simulate system 
processes but simply provide estimated values of output variables for given 
values of other variables. 

These analytical approaches to environmental modeling may be further 
classified on the basis of three important characteristics relating to all 
environmental models: (1) temporal variation, (2) averaging time, and (3) 
spatial dimensionality. Temporal variation refers to how model variables 
change over time. Analyses which involve no interconnections between time 
periods and no changes in variables for a given time period are considered 
steady-state analyses. On the other hand, nonsteady-state analysis involves 
two or more interconnected time periods in which all input variables may 
differ. Intermediate between pure steady-state and pure nonsteady-state 
models are "quasi-steady-state" models where only some, but not all, variables 
change from one time period to the next. 

Nonsteady-state models must be distinguished as stochastic or 
nonstochastic. In stochastic models, variations in each variable from one 
time period to another include a random component. Nonstochastic or 
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deterministic models include no random component in the time variations of 
each variable. Three types of models are defined in terms of temporal 
variations: (1) steady-state-nonstochastic, (2) nonsteady state-nonstochastic, 
and (3) nonsteady state-stochastic. 

Quantity and quality variables (e.g., flows and pollutant concentrations) 
vary with time and may often be represented as a time series. In order to 
simplify the presentation of time series data, an averaging time may be selected 
which is the unit of time over which single values for input and output variables 
are estimated. The averaging time chosen depends on management questions to 
be answered and the model used. 

Similarly, variables may vary in up to three dimensions. Spatial 
dimensionality refers to the number of dimensions incorporated into the model 
and to the number and sizes of segments into which the environmental system is 
divided. 

2. Model Selection 

Basta and Moreau (Reference 3) present a sequence of steps that can be 
followed to determine what natural systems analysis (environmental model) to 
apply. Before considering the scope and types of appropriate models, 
preliminary specifications of certain analysis conditions must be determined. 
These specifications include (1) residuals (i.e., pollutant or other quality 
parameter) of concern, (2) questions to be answered and translated into 
specific information concerning ambient environmental quality, (3) relevant 
time periods for the analysis, and (4) boundaries of the region to be studied. 

For a given set of defined analysis conditions, the sequence of steps 
for choosing a suitable environmental modeling approach is summarized in 
Table 1. Steps (4) and (5) refer to a model selection process in which, for 
any given set of problem characteristics, a number of models which can address 
those aspects of a problem are identified. These various model and problem 
characteristic relationships are conveniently presented by Basta and Bower 
(Reference 2), who provide "problem tables" for runoff, surface receiving 
water, and atmospheric models in tabular form. Various characteristics which 
represent the most important attributes involving the applicability of a model 
are examined, to obtain specificity information (how and with what a model can 
analyze a given problem). Table 2 identifies and describes 15 characteristics 
applicable to the three model categories mentioned above. Time, space, and 
mathematical properties are applicable to all environmental models, as 
discussed previously. Characteristics, in addition to those in Table 2, may 
be defined for specific categories, such as those uniquely applicable to air 
quality models. Analysis of these characteristics provides a consistent means 
of summarizing environmental models for comparison purposes. In addition to 
model summaries presented in Basta and Bower (Reference 2), abstracts of 103 
available EPA models are given in the EPA Environmental Model Catalogue 
(Reference 4). The catalogue describes each model in terms of problem and 
model characteristics. Next, available analytical resources to use the 
identified models are compared with the resources required. Finally, a model 
may be selected on the basis of evaluation criteria which include (1) accuracy 
of estimation, (2) capability of estimating ambient environmental quality 
responses to various physical measures for reducing residual (pollutant) 
discharges, (3) commonalities which a feasible environmental model has with 
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TABLE 1. SUMMARY OF SEQUENTIAL STEPS FOR SETTING UP THE ENVIRONMENTAL 
SYSTEMS ANALYSIS (FROM BASTA AND BOWER, REFERENCE 2). 

Given: The "questions" to be addressed by the study have been identified 
and translated into specific information requirements to be generated on 
ambient environmental quality (AEQ) , distributions of AEQ, and residuals
environmental quality management (REQM) costs. The residuals of concern, 
relevant time periods, and boundaries of the study area for which information 
is required have been specified. ~ 

Step 1: Make a preliminary identification of the environmental media and 
relevant characteristics thereof that are affected by the residuals of concern, 
e.g., by considering known transport pathways, impacts of residuals on relevant 
species, accumulation and/or degradation of residuals in environmentai media, 
and a deteraiination'"o.f the categories of natural systems analyses-residuals 
generation/discharge, surface receiving water, terrestrial flow routing, 
subsurface flow, terr~strial ecologic, and atmospheric ambient quality--that 
are necessary to undertake in relation to the questions to be answered. 

Step 2: Based on the foregoing and on available data on environmental 
condition variables, residual discharge variables, and AEQ variables, make a 
preliminary analysis in order to determine: (1) if the right questions have 
been asked; (2) if the important residuals have been identified; (3) the 
relative importance of various point and aerial sources of residuals; (4) the 
potential importance of intermedia and interregional transfers; and (5) any 
additional characteristics of the problem which will help to determine the 
natural systems models (NSMs) to use. 

Step 3: Based on the results of Step 2, specify the level of" complexity 
desired for the natural systems analysis in terms of: (1) time intervals of 
analysis, i.e., hourly,tdaily, monthly, seasonal, mean annual; (2) spatial 
aggregations, i.e., number of grid areas, stream reaches, lake layers; (3) 
constituent/species aggregations to be considered, i.e., forms of nitrogen, 
number of fish species; and (4) specific physical, chemical, and biological 
processes to be incorporated. 

Step 4: Determine the feasibility of carrying out the natural systems 
analysis specified in Step 3, in relation to the available analytical 
resources. To determine feasibility, see relevant references on natural 
systems categories for choosing among existing operational models utilizing: 
a model selection procedure, a model population table, a model problem table, 
model characteristics, and model summaries. Iteration may be necessary to make 
the choice of NSM(s}cons1stent with the available analytical resources. 

Step 5: Select the NSM or NSMs to be used based on the relevant 
evaluation criteria. 

Step 6: Develop a work plan for the natural systems analysis which is 
compatible nth other segments of the REQM analysis. 
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TABLE 2. IDENTIFICATION AND DESCRIPTION OF CHARACTERISTICS FOR DESCRIBING 
ENVIRONMENTAL SYSTEHS HODELS (FROH BASTA AND BOWER, REFERENCE 2). 

Characteristic 

rUle Propert tes 

Space Propert les 

Physical Properties 

Cbea1c.l Procea .. a 

EcolOilcal Processes 

ea.putati~~J StAtus 

I:>put Data Requirements 

Ease {.f A:>pllcatioo 

<ntput and Output Format 

UnUges to Other Models 

lIanpowr Needs 

Costs 

Model Accur.cy and 
Senaitivity 

Other COIIIIIRII ts 

s..-ary Description 

Description of how temporal variations in flow and lor transport of residuals are represented in 
a mOdel, both conceptually ~nd ca.putatlonally. Information includes: (1) time variabC,ity: 
steady state, quasi-nonsteady st~te~ and. nansteady state; and (2) time units of application: 
input and output values and ca.putatioDal time step. 

Identification of capability of .odel to represent spatial variations of residuals c.oncentrationa. 
Information includea: (1) model dJ...ensionality: one-diaensional. nori:l.ontal or vertical plane; 
or multi-dimensional, longitudinal, latitudinal, and/or vertical plane; (2) spati.l aggregation: 
size and number of aeg.ents, layers, and volumes possible; and (l) typical areal units of 
application. 

Identification of the phyaical processes considered in a model which account for the transport of 
residuals. Information includes: (1) the principal hydraulic and meteorologic driving forces, 
i.e., tid.l .ction, wind currents, and stre .. currents; and (2) the individual physical processes 
involved: .dvection, diffusion, dilution, convection, heat budaet-temperature, wind, Coriolia 
acceleracioa force •• 

De.cription of the c_ical tr .... forastions/int.raction. considered in • -.lel which result in 
changes in concentr.tion over tt.R. Inforaation includes: (1) basic chemical processes: thermo
chemical equilibrium .nd coupled or aoncoupled chemical reactions; and (2) ambient quality 
indicators repr~.eDt.d: conaer.aeive substances and nonconaervaclve subatances. 

Identification of basic bioloaical processes that affect interactions between AEQ indicators, 
constituents, and .. ong the vari_. arlani ... s represented in a -.lel. _Included are: - (1) 
biochemical processes, i.e., photosyntbesis, respiration-biological decay; and (2) trophic 
dynamics, i.e., trophic levels, popul.tion Irowth dyna.ics, .artality, predator-prey inter.ctions. 

Description of the theoretical b.sis for the .... the ... tic representation in, ;lnd the solution 
m~t:hodo'_oSj' ap~lied to, B model. lnfor.ation includes: (1) theoretical aspect.: dUerminiatic, 
stochastic, and combinations; and (2) types of solution .. thodology: statistical, i.e., 
regression methods, and other aatbe.atic.l techniques, i.e., analytically integrated or numeri
cally integrated. 

Identification of status of model in relation to manipulation on digital computers. Inforaation 
includes: (1) whether -.lel is coded or uncoded; (2) c .... puter language used, ~.g., FORTRAN; and 
(3) the various computer/accessory equipment required (hand calculator, analogu.computer, digital 
computer, including ne~ded storage capacity, ccnopilers, _gnedc tape. or disks for .tor.ge). 

Description of the various data required to set UP. run, calibrate. and verify a model. 
Generalized historical data base. and/or aite-specific da.ta may be r .. quired, depending upon the 
extent of prior applications. 

D~scription of expected ~!ffk"lties !n obtaining, mndifying, and applying a lIIOdel, Infonoation 
includes: (1) the availability of -.leI and supporting documentation frOll various .ources; .nd 
(2) -identification of anticipated areas of difficulty in -.lel application. 

Identification of model output witb respect to the typ .. s of info ..... tion produced, spatial and 
temporal distributions possible, and tb .. format in which the output is presented. 

Description of J inkages between a .od .. l and other types of models us .. d in REQH analysis and the 
forms of such linkages. Infonaation provided includes linkages to other natural ayate .. 8 models, 
damage/benefit lIIOdels, and .. odels of activities .nd the vays in which the linuge. are structured. 

Identification of types, number, mod desired levels of experience of personnel required to !!.I!E!z 
a model. Requirements for additional .adel development and/or .. jor internal lIIOdification may 
differ significantly from those for mod .. l application. Information includes: (1) position 
descriptions (engineer, program.er, systems analyst, ecologiat, others); (2) need for specialized 
training or capabilities; and (3) the related experience of interdisciplinary team _ben. 

Specification of all costs involved in applying a model, frOIl initial acquisition of the .adel 
through analysiS of model output, Model co.ts are. coabiDation of: (1) .an-hour expense 
required to complete certain tasks (iDcludinl d.ta collection); (2) expense of obtaining. aDdal 
itself and/or av.il.ble user'. _la/documeat.tion reports; and (3) direct co.put.tion co.U for 
the application, Where possible, cost info ..... tion is provided UDder the c.tegories of lIIOdel 
acquisition, data preparation, actual eaaputation expense. coaputer ace ••• ory co.ca, and output 
andysis. Ccnoplete cost infor.ation 18 not available for .aat 1ISMs, 

Description of the ov .. rall capability of a model to represent accurately a natural .yatem and ita 
ess .. ntial proc....... Information includes: (1) the representativeness in relation to the "real" 
system, .. sp .. cially the estentof the description and simplifying ...... ption.; (2) numerical 
.ccuracy--stabllity and diapersion (in n ..... rically integr.ted lIndeb); and (3) aensitivity to 
input errors or rntc coeffieients, both. knawn and estimated values .. 

Description of lliscellaneous f.cta concerning a .odel, ira history of developDBDt and .edifica
tion, and informative observationa a. to its utility in REQK an4lysis. lnforaation include.: 
(1) model limitations and restrictions; (2) special features and options; and (3) .udel origina
tors or producer of current derivation (if modification of existing model). 

a Only those characteristics which are relevant for more than one category of NSHs are included. 
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prior analyses in the region, and (4) contributions that the environmental 
model would make to long-term environmental quality management in the region. 
A summary of the model selection procedure is shown in the flow diagram of 
Figure 1. 

C. ATMOSPHERIC MODELS 

1. Model Classification 

Six key characteristics can be used operationally to describe a given 
problem in terms of identifying suitable air quality models for us~ in analysis. 
These key characteristics include (1) type of pollutant, (2) type of source, 
(3) characteristics of receptor points, (4) type of terrain, (5) time properties, 
and (6) geographic scale. Different air quality models would be appropriate 
for different specifications of characteristics. 

Since the physical and chemical processes of interest depend on the 
contributing pollutant(s), the type of pollutant is an important characteristic 
to identify. The choices between models also depend on how well each process 
is quantitatively characterized. 

For modeling purposes, air discharge sources are characterized as (1) 
multiple or single stationary point sources, (2) stationary area sources, or 
(3) line sources. Sources are also characterized with respect to the elevation 
of discharge, either ground level or elevated. 

Receptor points are the points in a region at which estimates of 
ambient concentrations are desired. Important receptor characteristics include 
number, height, and spatial location (coordinates). 

Type of terrain is particularly important since most operational 
models have been specifically developed for either smooth or gently rolling 
terrain, open terrain, or for "rough" urban areas on smooth terrain. 

Time factors in air quality modeling are usually defined as either 
long-term (climatological) or short-term (episodic). Long-term modeling 
efforts are applicable to chronic air quality problems, which generally require 
estimates of annual or seasonal average pollutant concentrations. Short-term 
modeling efforts relate to acute air quality problems, which generally require 
estimates of ambient pollutant concentrations for averaging periods of a few 
hours to one day. Short-term modeling usually involves steady-state analysis 
(or analysis over a sequence of, say, hourly time steps), while long-term 
modeling involves quasi-steady-state analysis and usually produces long-term 
average concentrations over a season or year. 

Geographic scale refers to the areal extent of the study site. For 
application of current air quality models, Muschett (Reference 5) cites four 
operationally defined geographic scales: (1) up to a few km, (2) from a few 
km to about 50 km, (3) from about 50 kmto about 200 km, and (4) greater than 
200 km. Note that models which analyze pollutant transport on a scale greater 
than 200 km are called long-range transport models. No models of this type 
are included in the 1982 RFF Report (Reference 2). The GSC report (Reference 1) 
divides air models into only two geographic scale categories. Regional 
transport models apply to scales greater than 50 km, while nonregional models 
apply to scales up to 50 km. 
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Figure 1. Flow Chart for Environmental Systems Model Selection Procedure (From Basta and Bower, Reference 2). 



As discussed in the general environmental classification scheme, 
models in each broad category may be classified according to the analytical 
approach applied. Mathematical air quality models are based on either 
conservation of mass and energy or statistical approaches. Air quality models 
based on the principles of conservation of mass and energy can be operationally 
separated into three categories: volumetric, Gaussian, and numerical. The 
volumetric approach is the simplest and treats the atmospheric space above the 
area of interest as a single homogeneous volume. This approach is used when 
the actual conditions approximate the assumed steady-state conditions of 
instantaneous mixing of discharges in the volume upwind of a specified receptor 
point. The Gaussian approach is more complex and is based on analytical 
integrations of the three-dimensional advective-diffusion equation. These 
models are generally considered state-of-the-art techniques for estimating 
nonreactive pollutant concentrations. Numerical models are the most complex 
and are based on numerical integration of the advective-diffusion equation. 
These models are more appropriate than Gaussian models for multisource 
applications involving reactive pollutants. 

The statistical approach for analyzing atmospheric systems is 
essentially the same as described for the general statistical approach. That 
is, statistical air models do not explicitly simulate system processes but 
provide estimated output variable values for given values of other variables. 
The principal statistical method applied is regression analysis. These 
techniques are generally used in situations where (1) a first, crude analysis 
is required, (2) the detailed data required for a more complex model are 
unavailable, or (3) incomplete scientific understanding of the physical and 
chemical processes makes other approaches impractical. 

2. Model Selection 

In the discussion of general environmental model classification and 
selection schemes, a sequence of steps was described (Table 1) which could be 
followed to determine what types of environmental systems analyses and models 
could be applied to any given problem. The first three steps involve 
specification of the required environmental analysis. Steps (4) and (5) 
involve selecting an appropriate model for the required analysis on the basis 
of problem and model characteristics. Therefore, for a given problem of 
interest, an appropriate air quality model may be selected on the basis of 
specified relevant problem characteristics discussed previously. Tables 3 and 
4 show how air quality problems and model characteristics can be related for 
use in model selection. 

Consistent with the model selection scheme outlined here is the 
procedure presented in the EPA Guideline (Reference 6) which classifies 
recommended air quality models on the basis of source characteristics and type 
of pollutant for various averaging times. Additional factors for consideration 
in determining the suitability of a particular model application include (1) 
the detail and accuracy of the data, (2) the meteorological and topographic 
complexities of the area, (3) the technical competence of those undertaking 
the simulation modeling, and (4) the resources available. The GSC report 
(Reference 1) classifies models according to geographic scale, type of terrain, 
type of pollutant, and purpose, e.g., assessment, spill, and heavy gas models. 
Other characteristics such as time properties, source characteristics, and 
analytical approaches, are described in individual model abstracts. While the 

12 



r-' 
W 

TABLE 3. AIR QUALITY MODELS AND THEIR RELEVANCE TO SPECIFIC PROBLEMS (FROM BASTA AND 
BOWER, REFERENCE 2). 

PROBLEM CHARACTERISTICS 

ttODtL TYPElt«tDlL DUIGNATI"" 

/ 

/ 
I I 

V01.l.l'HtTJ.IC 

CI ffo ... ·Kllrm. 

rl·I·I:n:1 1 1 1 1 1 1 1 I 1 1 1 1 I / 1 /:1:/ 1/ 1:/:1 I 1:11 1 1 rl·n:1 I: ct rford·Kliftna Phatoch_lul 

• CAUSStA" 

Ah !)Iaelllr DI.,18, Mo.el • • • •• • • • • • •• ·r ell_tot •• lut Dlnh, "04_, • • • • • • • • • • • • • • 
~ TAiSIK Su"'-04., e. f> • • • • • • •• • • • • • •• • • 
:; COPOLLU'J • • 

:1· 
• • • • • • • li CALIHP: 2 • • • • ••• • •• • • • ~ trA RIVAl • • • • • • • • •• • • • ::i 

§ PAL • • • • • • • • •• • •• • • • • • • 
CkSnl. • • • • • •• • • • •• • •• •• 
'rue lA • • ••• • • •• • • • · .,. 
"""" • • • • • • •• • • •• • • • • • • ••• 
nDI$ • • • • • • •• • • •• • • • •• • ••• 
rn<rP • • • • • • •• • • •• • • • •• • ••• .... • • • • • • •• • • • • • • •• • • •• - • • • • • •• • • • •• •• • • • •• 



f--' 
.j::--
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TABLE 3. AIR QUALITY MODELS AND THEIR RELEVANCE TO SPECIFIC PROBLEMS (FROM BASTA AND 
BOWER, REFERENCE 2, CONCLUDED). 
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SUHMARY OF CLIMATOLOGICAL DISPERSION HODEL (FROM BASTA AND BOWER, 
REFERENCE '2.). 

Characteristi..: 

7e:-rain Characteristics 

?'7.·.·s:cal Processes 

(. :-1It::.i.::al Processes 

!" .... ::=-.ezatical Properties 

Tiae Properties 

S:\Jce Proi'C!rti~s 

:=?".!.: Data Requirements 

C:.putation Status 

Ease of Apvlication and 
~~n ;:,o\,le r Need s 

c. ...... sts 

!"~..:~.!. Accuracy and 
Sensitivity 

0t!loer Comments 

SU:,,:,;",.1ry Jao;:.i 

(I) "roughll urban areas 

(l) transport and diffusion; (2) dry deposition can be accounted for in the user-specification 
of a "half-life" 

(1) none 

(1) type of relationship: (a) deten:inistic; (2) solution :nethodology: (a) analytically 
integrated, Gaussi&n model with SOlie numerica.l appr>Jxi.o.!tions 

(1) time variability of input.: (a) steady-state; (2) tiloe peri"" of output.: (a) long-te ... : 
..... onal, annual average 

(1) dimendonaHty: (a) three; (2) spatial scale of application: (a) laicro; (b) .elO; (3) 
cUseretizatian: Ca) one'layer! (b) up to 50 x 50 grid are.s and. grid size is user-specified; 
(e) user-specified number of receptor points at user-specified locations; (4) resolution: (a) 
inputs: residuals discharge inputs as point or area sourc·es, single point source meteorologi
cal data; (b) outputs: point concentrations 

(1) initial let-up and validation: (a) point and area residuals discharges; (b) stack. 
parameters: height, diameter, teIBperature t exit veloc it)'; (c) meteorological data.: joint 
frequency of wind sreed (six clasaes). wind diTection (5ixtee~ direc.tions) and stability class 
(six classes), annual average or seasonal mixing he:i:,gnt; (d) sp.veral ambient concentration 
measurements; (e) source coordinates; (f) receptor coordinate"s; (2) verif ication: (a) 
residuals d ls.~harg('>s; (b) meteorolcgic.,l data (see above); (c) ambient concentration lD.easurements 

(1) model status: (a) coded; (2) equipae:ot needed: (a) for use in interactive mode a 
terminal i8 required; (b) for u.e in batch mode a digital computer is required; (3) computer 
characteristics: (a) IBK 360 or UK 370 or equivalent; (b) program language: FORTRAN IV (level G) 

------.---
(1) availability of operational 1IOdel and supporting infomnion: (a) public agency; (2) 
availability of model documentation: user guide available with: (a) theory; (b) subroutines; 
(e) data deck format; (d) test c..se; (3) expertise required: (a) computer prograJllller: (b) 
research assistant; (4) model user qualities: (.,) mathematical ability through algebra and 
statistics; (b) understanding of lIIOdel principles and aSSUMptions and li.1tations; (c) 
experience in interpretation of model outputs or access to consultations 

(1) types of output: Ca) .::mbient concentration of SO ... .1:-. i suspended particulates; (.~) values 
given at: (a) user-specified points; (b) ground-level; (3) special features: (a) calibration 
subroutine, (b) recel'tor contribution analysis;· (c) statistical output subroutine· 

(1) model acquisition: (a) rublic, "as is" model listing and user document available free or 
at a nominal cost; (2) model set-up: (a) program set-up and keypunch: 8 to"an-days lestimated) j 
(b) test case and de-bug: 10 ... n-day. (estiJuted); (3) data preparation: (a) analysto and 
reduction: 3 man-days (estitn3.ted); (b) k.1I.~ypun\~hed or recorded: 2 man-days (estimated); (4) 
actual computation: dependent upon proble." and num.ber Clf svurces and receptors. generally less 
than S20/runj (5) output an.alysis: (a) graphics and d.H.} plottlng costs not spec.ified; (b) 
analysis of results varies with problemy Dut r,:.utine \,..11i.Lltioniverification can each be done 
in 5 man-days 

(1) representativeness to prototype: system: (a) extent of description: fixed point Dlt!teoro-
logical data do not describe Jlicra.eteorological variatlons \,lithia city nor "urban heat 
island" air circulations, representat.ion of vind speed as a "power law" function of hei~ht is 
an ·!mllrovement upon AQDH .. use of Briggs phaae rise formula 31so is an iDlprOVellent; (b) 
simplifyin~ assumptions: Gaussian diffusioD. hfJml:)genous. diffusion; (2) 1DOd~l accura.cy: 
(a) comparatively small absolute error.; (b) comparativt!ly l('l\.' standard errors; (J) ."dll!l 
senSitivity: (a) k.nown [0 be sensit.ive to effective stack height, wind speed, stability 

(1) model limitations .. tnd re$trict101ls: (3) iDt~nded f",r SO ... &lnd suspended particuiatt!s; 
(2) special features: (a) designed to accept meteorological- (airport) data s~ries from 
N.1.tional Climatic Center Star Pr\'grall; (b) h..'1.S modelin~ illrr('IVe7'tents in comparis~n to earlier 
AQOH, as notl!d above; (c) interactive model .:1.v3il3blt:!:; (L1) part ~f EPA UH»IAP series; (I.") 
neW" version has popular output feat.url!s n,'ted .,\b ... we: ~J) :lj"pl k.ltiull-.!Xlh:!riel1\"'I..·; (.1) muJt!'l i,t; "nt! 
of IROst widely used and best tested for stolte implemcnt.ltion plans 

*This feilturt! is (,mnd in updnt~d version rtf model \.ir\i Cmk)C subrllutlll,,'S .1So publisll\."'d in ·.\dd~l1dum to l'ser's (;uiJ~ il'r 
C~.l.:: .. .1tlJl{')pic~1l Uispcrsioll Hl.ldt!l, EPA-4S0/J-77-015, H~lY 1977. 
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RFF, EPA, and GSC reports all distinguish between various air quality models 
on the basis of the important model characteristics just described, the RFF 
approach provides an efficient, relatively simple means of evaluating all or 
almost all of the important characteristics involved with selection of an 
appropriate model. For additional insight to model evaluation criteria see 
Turner (Reference 7), who presents a comprehensive critical review of 
operational air quality models. 

3. Interactive Computer-Aided Selection -- Example 

a. Preliminary Analysis 

The following is a suggested sequence of prompting and questioning 
for interactive computer-aided selection of an appropriate operational air 
quality model. 

Before signing on to the computer, the user should have completed 
preliminary specification of the following conditions of the analysis as 
previously described: (1) pollutants of concern, (2) questions to be answered 
and translation of them into information to be generated on ambient air quality, 
(3) relevant time periods for th~ analysis, and (4) boundaries of regions to 
be studied. In addition, the user should have carefully considered and 
completed the analyses included in Steps 1, 2, and 3 (Table 1) in order to 
specify the required environmental analysis. At this stage in the analysis, 
the user is ready to test the feasibility of the analysis and compare and 
evaluate the various model characteristics in relation to the determined 
problem characteristics. 

b. Problem Characteristics 

Once the user has signed on to the computer, he/she should be 
given three options: (1) access the desired model and meteorological or 
calibration data directly, (2) access a menu listing available models and data 
for subsequent direct access, or (3) initiate the procedure for selecting an 
appropriate model. The menu of available models in option (2) might take a 
form similar to that given in Table 5 (Reference 2). Note that Table 5 includes 
nonoperational, as well as operational models. For this suggested application 
only available operational models would be included. If option (3) is selected, 
the user might receive a series of prompts/questions as shown in Table 6. 

This interactive sequence would be accompanied by a program that screens 
the available models to identify those which satisfy the user's specifications. If 
none of the available models correspond to all the specified problem characteristics, 
the user should, at least, have the option to request a display of the models 
satisfying individual problem characteristics. More conveniently, the user should 
be able to see what models satisfy any single or combination of the specified 
problem characteristics. This is a necessary feature for deciding whether 
adjustments might be made to the problem specifications. 

An alternate approach to this prompt/question procedure is to 
provide the user with a display table, similar to Table 3, relating problem 
characteristics to the available models. The user continues through the 
screening procedure without prompts. This approach avoids the problem of 
providing the user with intermediate results of the selection procedure. 
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TABLE S. 

KEY 

POPULATION OF AIR QUALITY MODELS FOR POTENTIAL APPLICATION IN 
ENVIRONMENTAL SYSTEMS ANALYSIS (FROM BASTA ~~D BO~ER, REFERENCE 2). 
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TABLE 5. POPULATION OF AIR QUALITY MODELS FOR POTENTIAL APPLICATION IN 
ENVIRONMENTAL SYSTEMS ANALYSIS (FROM BASTA AND BO\~R, REFERENCE 2, 
CONCLUDED) . 
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TABLE 6. POSSIBLE AIR QUALITY MODEL SELECTION INTERACTIVE PROMPTS/QUESTIONS. 

Pollutant Characteristics 

What pollutants are to be modeled? 
(Select one or more) 

Sulfur dioxide 
Suspended particulates 
Nitrogen oxides 
Hydrocarbons 
Carbon monoxide 
Oxidants 
Toxic metals 
Nutrients or salts 
Water vapor 
Sensible heat 
Radioactivity 
Pesticides 
Aeroallergens 
Fugitive dust 

Menu 

What deposition processes are involved? 
(Select one) 

Dry surface deposition 
Wet surface deposition 
Acid rain deposition 
Sulfates 
Cooling system fallout 
None 

Source Characteristics 

What type of discharge sources are involved? 
(Select one or more) 

Single point source 
Multiple point sources 
Line source 
Area sources 

Are any of the sources discharging at elevated levels? 

Yes 
No 
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:ABLE 6. POSSIBLE AIR QUALITY MODEL SELECTION INTERACTIVE PROMPTS/QUESTIONS. 
(CONCLUDED) 

Receptor Characteristics 

What type of receptors are involved? 

Point receptors 
Area receptors 

Are any of the receptors located at elevated levels? 

Yes 
No 

Terrain Characteristics 

What type of terrain is the area of interest? 
(Select one) 

Smooth or gently rolling 
Rough urban 
Shore or coastal 
Valley or basin 
Hilly or mountains 
Forest 

Time Properties 

What type of temporal variations are involved? 
(Select one) 

Steady state (aonstant inputs) 
Nonsteady state (time variable inputs and outputs) 

What are the time-averaging requirements? 
(Select one) 

Long-term (climatological) 
Short-term (episodic) 

Geographic Scale 

What is the areal extent of the problem? 
(Select one) 

Up to a few kID 
Few kID to 50 kID 
50 kID to 200 km 
Greater than 200 kID 
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c. Model Characteristics 

Following specification of the problem characteristics, the user 
is provided with summary model characteristic information for all models 
satisfying the specified problem criteria. This information might be presented 
in tables similar to Table 4, or in parts selected by the user from a menu of 
model characteristic criteria. For example, if the EPA UNAMAP Climatological 
Dispersion (CDM) and Texas Climatological (TCM) models both satisfy a given 
set of problem criteria, the user is prompted to select a model summary table 
for each model for display and examination. Alternatively, the user selects 
parts of each summary for detailed comparison. Thus, if the user selected 
model cost information for each model, he/she would discover that computation 
time for TCM is about half of that for CDM. If more than one model can be 
applied within the operational constraints for the given problem, a model must 
be selected on the basis of the evaluation criteria discussed earlier. This 
stage of the selection procedure requires independent analysis by the user. 
However, a given model-data package or network design would not be likely to 
include such similar models. 

4. General Data Requirements and Data Base Applications 

. For application to air quality models, pollutant discharge data may be 
conveniently categorized as source (point, line, and area) data and receptor 
data. Point sources usually refer to those that discharge a relatively large 
amount of pollutants, e.g., 50 tons per year, from a stack or group of stacks. 
Required point source data include pollutant types, discharge data and grid 
coordinates for each stack. In addition, stack parameters such as height, 
diameter, exit gas temperature, and exit gas velocity are required. Required 
discharge data for line sources such as highways include type and rate of 
discharge, road width, number of lanes, emissions from each lane, and discharge 
height. Also, the locations of the ends of the straight roadway segments must 
be specified in proper grid coordinates. Area sources often apply to 
multi source urban situations where detailed, individual source data are 
impractical. Required area source information includes type and average rate 
of pollutant discharges, size of the area, representative stack height for the 
area, and grid coordinates for the centroid or for the southwest corner of the 
source. 

The user must usually supply these data independently. However, 
operational data base systems such as the EPA AEROS series (Reference 8), 
which includes the National Emissions Data System (HEDS) , BACT/LAER (best 
available control technology/lowest achievable emission rate) determination 
(BACTLAER), and Source Test Data System (SOTDAT), may provide useful 
information. The three data bases are included in the GSC report (Reference 1) 
as data bases most suitable for Air Force modeling needs. The HEnS data base 
is a computerized data-handling system which accepts, stores and reports 
source information relating to five criteria pollutants. The system includes 
data describing annual emissions and operating characteristics for point 
sources (plants emitting more than 100 tons per year) and area sources 
(considered collectively on a county basis) in the United States. BACTLAER is 
a manual access system containing annual emissions data relating to 15 different 
pollutants for selected major point sources. SOTDAT is a computerized system 
for storage, retrieval, and analysis of stack test data and related engineering 
information necessary to calculate emission factors for 11 pollutants. None 
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~f these data bases provides complete or suitable source data for direct input 
into operational air quality models. However, anyone or a combination of the 
jata bases, especially the NEDS system, may provide partial data applicable to 
some sources of interest or, more likely, provide valuable general information 
relevant to the given problem. In either case, the user must independently 
review and analyze the data before possible application to an air quality 
modeling problem. 

In addition to source input data, air models require receptor input 
data. Receptor points are sites in a region at which estimates of ambient 
pollutant concentrations are desired. The height and grid coordinates must be 
specified for each receptor. The EPA Guideline (Reference 6) presents several 
techniques for choosing appropriate receptor sites. 

For application to air quality models, environmental conditions data 
refer to representative meteorological data for the region of interest. 
Required meteorological data generally include hourly values of wind speed, 
wind direction, and atmospheric stability class. Long-term models generally 
require hourly data in the form of a jOint occurrence frequency for 16 wind 
directions, 6 wind speed classes, and 6 stability classes. The National 
Climatic Center (NCC) computer program called NSTAR gives the proper form of 
the 576 values of the joint frequency function for direct input into several 
long-term air quality models. In addition, the NCC "CARD DECK 144" contains 
hourly meteorological data which can be processed and input to several 
short-term air quality models. 

Some model applications may require additional types of data. First, 
for model calibration and verification procedures, measured ambient air quality 
data are required. The user may supply these data independently or obtain 
them through available data base systems. SAROAD (Storage and Retrieval of 
Aerometric Data -- Appendix B) is one such operational system for editing, 
storing, summarizing, and reporting ambient air quality data. As with other 
air data bases, application to most air quality models requires independent 
review and analysis by the user. In addition to the air quality measurements, 
data for reac~ion rates or decay factors are required for models which 
explicitly model chemical processes. Finally, to adequately assess the 
significance of the air quality impact of a pollutant source, background 
concentrations. must o'ften be considered. The EPA Guideline (Reference 6) 
describes several strategies for estimating background concentrations. 

5. Data Requirements for the Climatological Dispersion Model (COM) 

a. Source Data 

A brief description of specific input data for the EPA UNAMAP 
Climatological Dispersion Model (Reference 9) serves as an illustrative 
example of typical air model data requirements. 

This model can simultaneously consider two nonreactive pollutants. 
The most frequently applied pollutants are sulfur dioxide and particulate 
.atter. The source emission rate must be specified for each pollutant. The 
program allows speCification of a constant factor relating day and night 
emissions. The computer program can accept as many as 2500 area sources and 
200 point sources. 
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A rectangular grid array of uniform-sized squares is used to 
8verlay the region of interest. The origin of the overlay grid is located in 
the lower left-hand corner of the array. The length of the side of a basic 
square is expressed in meters. The program will accept discharge information 
for squares with side lengths that are integer multiples of the length of a 
basic square. 

To apply this model, it is necessary to estimate effective heights 
of pollutant emission for both point and area sources. For low-level area 
sources, an average height of emission may be estimated on the basis of building 
heights. Plume-rise corrections are generally not applied to these sources. 
The program procedure for numerical evaluation of area source concentrations 
requires specification of a constant effective stack height for the entire 
urban area of interest. For point sources, the effective stack height is 
determined from the physical stack height and the estimated plume rise. The 
~del uses the Briggs' plume-rise equation which requires user input values 
for stack gas exit velocity, stack exit diameter, average gas temperature, and 
aean ambient air temperature. 

b. Receptor Data 

CDM performs computations for any number of ground-level receptor 
points. The user must specify appropriate grid coordinates for each receptor. 

c. Meteorological Data 

Computation of annual or seasonal average concentrations requires 
input of a joint frequency distribution of wind direction, windspeed, and 
stability for the same time period. The joint frequency function consists of 
576 entries resulting from data for 16 different wind directions, 6 windspeed 
classes, and 6 stability classes. Joint frequency output from the NCC program, 
NSTAR, may be used directly as input into CDM. Finally, the model determines 
an effective mixing height by modifying the average maximum (afternoon) and 
average minimum (night) mixing heights, depending on stability category. 

d. Additional Data 

This model includes a calibration option specifying linear 
calibration coefficients. Alternatively, concentration data are entered into 
the program on receptor input cards for independent linear regression analysis 
by the modeler, to determine proper calibration coefficients. The model will 
also accept a single constant background concentration value for each pollutant. 
Finally, the model may incorporate exponential decay for a user-specified 
half-life for each pollutant. 

D. WATER MODELS 

1. Model Classification and Selection 

a. Types of Water Models 

In Section II-B, environmental models were classified into five 
broad categories. Three of these categories together compose a broader class 
of models commonly referred to as "water" models. The three types of water 
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models include (1) runoff models which are models of residual (pollutant) 
generation and discharge from land s¥rfaces, (2) models of surface receiving 
waters, and (3) models of subsurface waters. As with general environmental 
model classification, water models may be classified on the basis of analytical 
approach, solution technique, temporal variation, averaging time, and spatial 
dimensionality. Commonly, water models are further characterized according to 
the emphasis on two interrelated problems: the water quality aspect and water 
quantity aspect. Some models address the transport and transformation of 
constituents in water systems (the quality aspect), while others are concerned 
with estimating the flow distribution of water volumes (the quantity aspect). 
Still other water models incorporate both water quality and quantity. The 
remainder of this subsection briefly describes general problem and model 
characteristics incorporated into the model selection process for runoff 
aodels and receiving water models. Further consideration of subsurface water 
(groundwater) models is not included in this discussion. 

b. Runoff Models 

As defined by Basta and Moreau (Reference 3), models of pollutant 
generation and discharge from land surfaces estimate the temporal and spatial 
distribution of water and materials that run off land surfaces and into 
receiving waters as a consequence of precipitation. Runoff models analyze 
pollutant generation and discharge from land surfaces with varying 
characteristics, including size of surface area, type of land use, soil 
characteristics, and frequency, duration, and type of precipitation. Several 
.adels also consider water flows in channels and pipeline networks prior to 
discharge into the receiving water. 

Several characteristics can be used to describe a given problem 
operationally in terms of identifying an appropriate runoff model for use in 
analysis. The characteristics include (1) applicable land area, (2) time 
properties, (3) space properties, (4) hydrology, (5) hydraulics, (6) quality 
processes, and (7) pollutants. Applicable land area refers to the type of 
land use to which a runoff model is applicable. Runoff models are broadly 
classified as urban or nonurban. Urban land use may be further classified as 
residential, commercial, industrial, and open space. Nonurban land use is 
usually divided into natural, agricultural, silviculture, and mining. These 
subcategories of urban and nonurban land use are often further classified, 
according to more specific land uses and land use density. 

Time properties refer to the different ways in which time is 
considered in runoff models: (1) seasonal or annual average, (2) continuous 
simulation, with a relatively short time step of typically 1 hour or 1 day, 
and (3) single-event simulation with time steps of seconds or minutes. 

Space properties refer to the number of dimensions incorporated 
into the model and size and number of runoff surface areas (catchments). 
Runoff models are often multidimensional since they must consider subsurface 
flow, as well as surface flow. Huber and Heaney (Reference 10) cite three 
operationally defined catchment sizes: (1) small, less than 50 acres; (2) 
~dium, between 50 and 500 acres; and (3) large, greater than 500 acres. An 
additional important spatial aspect relates to whether or not a model can 
analyze multiple catchments. 
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Hydrologic and hydraulic characteristics relate to the physical 
processes associated with the movement of water over the land surface and in 
conveyance systems. 

Quality processes and pollutant characteristics relate to the 
physical, chemical, and ecological processes associated with the transport and 
transformation of materials in the water. In particular, pollutant type and 
loading data are important characteristics for consideration. 

As with other environmental models, runoff models may be classified 
according to the analytical approach applied. Mathematical runoff models 
~hich analyze the quality aspect are based on either conservation of mass and 
energy, or statistical approaches. In addition to these two approaches, 
runoff models involving quantity aspects often apply two widely used approaches, 
the rational method and the hydrograph approach. For a discussion of these 
four analytical approaches and associated solution techniques for runoff 
~deling, see Huber and Heaney (Reference 10) or Viessman et al. (Reference 
11). 

For a given runoff problem of interest, an appropriate water model 
aay be selected on the basis of relevant problem specification and model 
characteristics just discussed. Tables 7 and 8 are examples of how runoff 
problems and model characteristics can be related for use in the general model 
selection -scheme summarized in Table 1. 

c. Surface Receiving Waters 

As defined by Basta and Moreau (Reference 3), models of surface 
rece1v1ng waters estimate the temporal and spatial distribution of ambient 
water quality which results from the discharge of pollutants into surface 
receiving waters. Many receiving water models include one form or another of 
a hydraulic model, that is, a model concerned solely with the quantity aspect. 
Surface receiving watertinclude streams and rivers, lakes, ponds, reservoirs, 
estuarine systems, and offshore marine systems. Several receiving water 
models include an ecological component which estimates the impact of pollutants 
on plant and animal life. 

Hinson and Basta (Reference 12) identify seven major water quality 
problems that provide an operational basis for identifying the capabilities of 
various receiving water models. These major water quality problems include 
temperature, salinity, sedimentation, dissolved oxygen, euthrophication, toxic 
substances, and biological effects. For a discussion of associated water 
quality effects, see Hinson and Basta (Reference 12). 

Other characteristics useful for describing a given problem in 
terms of identifying an appropriate receiving water model include (1) applicable 
receiving water body, (2) water body characteristics, (3) time properties, (4) 
space properties, and (5) mathematical properties. Applicable receiving water 
body refers to the type of water body included in the analysis. Some models 
can be applied to only one type of water body or set of water bodies with 
similar features. Other models are applicable to many different types of 
receiving waters. 
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TABLE 8. SUMHARY OF THE AGRICULTURAL RUNOFF HODEL (FRml HUBER AND HEANEY, 
REFERENCE 10). 

Characteristic 

Ap?licable Land Drainage Are.:" 

Ti:De Properties 

Space Properties 

P'by.ical Prace ... e 

c:hoeRical Proce •• ea 

Ecological Processes 

Econom1.c Analysis 

Katheaatlcal Properties 

Coaputatto!U.l Status 

Input Data Requirements 

f.ailf" of Application 

Output and Output Format 

Linkages to Other Models 

Kanpower Needs 

Costs 

Model Accuracy and Sensitivity 

other COIlDents 

Summary Data 

(1) Agriculture: (a) crop~. (b) pasture 

(1) Single runoff event s.imu.lation; (2) Inputs: precirlt.ation data at 15 minute 
intervals. daily data for other paraaeters; (3) OUtputs: si:lulation of time history 
r41sults based on 15 minute interva.ls 

(1) Small to large multiple catchments; (~) Dimensi~:1ality: (a) multiple dimensions: 
two-dimensional land surface ~ three-du:.ensional sub sur f ace layers. one-dimensional 
stream channel; (3) Discretization limits: (.-_) watersned may be dlvided lnto as many 
as 200 stlbare.a~ I (b) suJarc.:ls nay V.lry i!":. s i::e. (c) tr. b'~ Lary d :-ain,lgc system may 
have up to 200 channels 1n dendritic pattern (lengths and cross sections can vary), 
(d) can handle up to 5 80il layers 

(1) Overland flow across land surface and in .... 11 stre .. channels; (2) Groundwater 
Interflow; (3) Channelized tribuury flow; (4) Sec1Dent erosion estimated with 
Univer.al SolI Lo •• Equation 

(1) Constituent transport limited to sediment-attached parameters; (2) All 
constituents considered conservative-no interaction or degradation; (3) Constituents 
represented: total suspended solids, BOD. and fecal colifonns are operational 

None 

None 

Using numerical integration of dlfferen~ial equation set 

(1) Coded in Fortran IV; (2) Requires IBlI 360/365 digital computer or equivalent; 
(3) Computer core storage requlrewaents unspecified, but extensive 

--_._----------_ .. 
(1) Precipitation data and drailuse cb&nnel specifications; (2) Land use hydro
geometric. data; (3) Watershed and soil cbaracteri.tic& 

(1) Nonproprietary model derived from SWMM Runoff Ho(:ule; (2) Basic SWMM documentation 
available from NTIS or EPA Planning A.asi.stance Branch, _a,shington, D.C. i (3) 
Documentation report from Iowa-Cedar R..lver Raein Project available from Water 
Resources Engineers, Walnut Crt!ek., CA. or EPA Systems Development Brdnch. Washington, 
D.C.; (4) Extent of documentation: (a) SWHM documentation fairly complete for most 
applications, (b) AGRUN report presents brief infor:n.ation on model modifications, 
data deck deSign, sample input and output formats, but no program "listings 

(1) Print of model inputs; (2) Rainfall hyetograph (rate vs. time history) by 
catchment; (3) Time history of runoff in user-specified stream channels i (4) Time 
history of sediment concentration in user-spt!cified streaz channels. (5) Time history 
of cC'nstituent concentration in stream channels 

(1) Designed to link with noosteady state receiving w-a':er models; (2) Hydrologic 
linkages result from tributary channel inputs and groundwater inputs (interflow) i 
(3) Final tributary channel output serves as input t.o receiving water morlel 

(1) Environmental enginee,- experienced in water resources and water quality modeling; 
P) Familiarity vith Storm Water Han£gellent Model and its application useful 

(1) Model aLqulsition costs are unknown; (2) Program listings could probably be 
obtained from WRE--Wa'.Dut Creek or EPA Pl~ing Assistance Branch for a nOrr'linal 
reproduction cha:-ge; (3) Dat.a preparation costs: actual computational, costs are 
unknown 

(1) AGRUN can closely Bt.J.l~te watershed with nuJIlerous different fields and crop 
types; (2) Constituent transport limited to sediment-adsorbed substances; (3) No 
constituent. interactions permitted--assWlption probably valid if residence t.ime in 
channels short; (4) No quality constituent (dissolved) transport peraitted in ground
vater interflow; (5) Rainfa.ll intensity assumed to be uniform over each subcatcblaent 

(1) Only sediment-attached residuals c.-n be simulated; (2) Model originators: (a) 
AGRUN is a derivative of SW'MH. for nonurban applications, (b) AGRUN- vas developed by 
Water Resources Engineers. Walnut Creek., Ca. for EPA Systems Development Branch, 
Wasl.lngton, D.C. 
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Water-body characteristics identify additional important features 
including scale, areal boundaries, flow conditions, and other hydrologic and 
geologic features. Scale relates to the size of water bodies applicable to a 
model. Areal boundaries relate to the latitudinal and longitudinal boundaries 
of water systems that a model can accept. Flow conditions include continuous 
steady flows, nonsteady flows, and intermittently variable flows. Other 
important hydrologic and geologic characteristics relate to depth, composition 
of bottom strata, watershed size, and water body gradient. These variables 
are closely related to flow conditions. 

Time properties refer to the way in which receiving water models 
address time-dependent variables such as flow conditions, pollutant discharges, 
and meteorological conditions. Receiving water models are therefore categorized 
as steady-state, quasi-steady-state, or nonsteady-state. Another important 
time property is the averaging time (time step) permitted in a model. For 
example, a nonsteady-state model can provide analysis for a time period of 
several days with a time step of 1 hour. 

Spatial properties of receiving water models include the dimensionality 
and discretization. Receiving water models can represent one, two, and three 
dimensions. As several models, including most two-dimensional nonsteady-state 
models, have not been successfully verified (i.e., matched to ambient data 
different from those used to calibrate the model), the user should be aware of 
t~e limitations of these models. Thomann (Reference 13) reviews several· 
quantitative measures of water quality model performance and credibility and 
how they may be integrated into the modeling analysis. As another important 
spatial property, discretization is the extent to which a model can divide a 
water body into functional volumes that can account for geological and 
topographical variations. Rivers and streams may be divided into reaches and 
junctions, deep stratified lakes or estuaries into layers, and well-mixed 
lakes or estuaries into equal-sized grid cells. 

Two important mathematical properties of rece~v~ng water models 
are the theoretical mathematical basis of the model and the solution technique 
for solving the equations in the model. The theoretical mathematical basis of 
a receiving water model is either stochastic or nonstochastic (deterministic). 
However, most models combine both approaches. In addition, most of these 
models incorporate either analytical or numerical solution techniques. 

As with many environmental models, receiving water models are 
based on either conservation of mass and energy or statistical approaches. 
The conservation of mass and energy approach has been widely used for .many 
years during which time many and varied models have been developed. 
Statistical methods have provided and continue to provide a valuable and 
simpler means of analyzing water problems. With continuously increasing 
computational potential, use of statistical approaches has declined markedly. 
However, the approach continues to find extensive use in situations where a 
first-cut analysis is required and where the detailed data required to apply a 
more complex model based on conservation of mass and energy are unavailable. 

For a given receiving water problem, an appropriate model may be 
selected on the basis of relevant problem specification and model 
characteristics. Tables 9 and 10 are examples of how runoff problem and model 
characteristics can be related for use in the general model selection scheme 
summarized in Table 1. 
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TABLE 10. SLrl}L">RY OF THE REVISED DISSOLVED OXYGEN SAG ~10DEL (DOSAG-3) 
(FROM HINSON AND BASTA, REFERENCE 12). 

O1.aracteristic 

Applicable 
Water Body 

Water Body 
Olaracteristics 

Time Properties 

Physical Processes 

Ecological Processes 

Mathematical 
Properties 

Compt:.tat.ion Status 

Input Data. 
.Requi reoen ts 

Ease of Appli cation 

output and OUtput 
Format 

Linkages to 
Ot.~er Mode Is 

Manpowe r Needs 

Costs 

Model Accura.cy and 
Sensi ti vi ty 

Summary Data 

(1) Streams; (2) Rivers; () Wfter conveyance canals 

(1) Scale: (a) far field; (2) System boundaries: (a) longit.udinal. variation only; 
(3) M.orphology: (a) OOSAG-3 permits no stratification (eact:. readl well-mixed) I 

(b) branched watershed network can be simulated 

(1) Time va.riability: Col.) steady state; (2) Ti.me units of ~lic.tion: (a) variable 
depending upon total length of the aystem and preacri.bed nc.w 

(1) Du",noionality: (a) one dimension, horizontal pl_, (2) Diacretizaticn liaits: 
(a.) up to 49 stretch •• J (b) maximum or 80 reaches, (c) ..n..:. ot 20 heedwaters J 

(d) up to 20 reaches per stretch 

(1) Principal drivinq force: (a) net downstream flow; (2) Process •• repnr&ented: 
(a) advection, (b) dilution 

(1) Processes represented: (a) chemical interactions, bot.. ... coupled and uncoupled.; 
(2) Constituents DQdeled: (a) dissolved oxygen, (b) caLbonaceous BOD, 

(c) nitrogenous BOD, Cd) phOSphOnlS, (e) ammonia., (f) nitrite:, (g) nitrate, 
(h) conservative INlterial.!I--total Nt chlorides. metal ions. e.g., iron· 

(1) Processes represented: (a.) photosynthesis I representee by chlorophyll A., 

Cb} coliform die-off, (c) first order bacterial deca.y, Cd) uqal respiration; 
(2) Trophic levels: (a) only decomposers and primary producers _simulated: 
{J} Water quality-biota. relatiClllships represented: Ca) al.qu (chlorophyll A)/nutrient 
dynamics 

(1) Theoretical basia: (a) deterministic assumptions. (2) Solution technique: 
(a) analytical integration (Laplace transforms), (b) utilizes LaGrangian approach 

where computations performed on reach by reach basis (p~sing .downstream) 

(1) Model coded i1'l FORTRAN IV; (2) Equipment require:ments: {a) digital computer 
with 27,000 word storage capacity, (b) FOR'l'RAN IV compiler. (c) no dis.Jts ot: tapes 

(1) Initial setup/calibration: (a) reach length, (b) !DeAn discharge, (e) mean reach 
velocity, (d) !Dean reach depth, ee) A'\terage reach temperature, (f) residual.s discharge 
inflows. (9) .. ithdrawals and groundwater inflOW-5, (h) consti.tuent concentrations 
in all inf101015, (1) initial constituent concentrations .by reach; (2) Verification: 
(a) observed streamflow, (b) observed stream velocities I (c) observed constituent 
concentrations throughout the modeled area 

(1) Model documentation: (a) documentation report available f.rom EPA, Systems DeVf!lopment 
Branch I washington, D. C.; (2) Documentation contents: Ca) c:omplete documentation contains 
theory, subroutine descriptions, file and data dec1t desi9Jl. program listings. and 
sample problem: (3) Modifications: (a) little recomputatiCW1 -:'ime needed for data 
de ck changes 

(1) Output infonnation: Ca) constituent concentrations in each :reach, (b) flCN rate, 
(c) reach depth. (d) minimwn dissolved oxygen value and river mile where it occurs, 
(e) mean velocity, (f) algae growth rate; (2) Output fo~t: (a) tabular printout 

(1) Model cannot handle nonpoint residuals discharges except &5 tributary inputs 
(incremental runoff inputs) 

(1) Requires one junior-le\"el engineer with some basie progr-nng experience 

(1) Model acquisition: (a) documentation report.. may be obta.i..ned for ,I, ncainal 
charge from EPA, Washington, D. C. or Water Resources Ebg:i.neers, Austin, Tey.u; 
(2) Model setup and data preparation, (a) requires 2-7 ..,-vee.b, (3) Actual 
computation, (a) $2-8 per simulation run, (4) OUtput analysis: (a) .aal}, e.q., 
less than one: hour 

(1) Representativeness: (a) asS:1.UDeS constant stream velocity throuqhout a reach, 
(b) assumes first order decay only; (2) Sensitivity: Ca) high sensitivity to residuals 
inputs, stream velocities, (b) moderate aensitivity to flew .... d decay coefficients 

( 1) Limi tations : (a) DOSAG-) cannot compute ni troqenous BOO and other ni troqen 
species (ammonia, nitrite, nitrate) silllUltaneously. (2) Opti.ala.l features: 
(a) flow augmentation option to reach prescribed 00 standArds, (b) model per1ai.ts 
three different treatment efficiencies for residuals discharqe:s; (3) DOSAG-3 derived 
from OOSAG- I by Water .Resources Engineers, Austin, Texas 
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2. General Data Requirements and Data Base Applications 

Input data required for water models are widely varied over the broad 
range of model classes and applications, and are, therefore, not as easily 
classified as air model data. Many data requirements are specific to an 
individual model or model application. General types of data that may be 
required for runoff model applications include climatologic, hydrologic, 
hydraulic, geographic, ecologic, and source discharge data, as well as initial 
pollutant concentrations and transport parameters. A given receiving water 
model may require a combination of receiving water geometry and hydraulics, 
watershed hydrology, climatological conditions, pollutant discharges and 
ambient concentrations, transport parameters, and ecological information. 

Th~ GSC report (Reference 1) presents abstracts of 11 water data bases 
for possible application to water models. Many of these data bases contain 
surface and groundwater quality data, site description, and pollutant discharge 
data. One of the most widely used computerized water data bases is the EPA 
Water Quality Information System (STORET). In addition to water quality and 
pollutant discharge data, this system contains geographic and descriptive 
station data and stream flow data. Data obtained from STORET have very little 
use as direct input to water models. The data must be statistically analyzed 
and reviewed to convert the raw data to more useful information. An example 
of a much simpler hydrologic data base is the Hydrologic Information Storage 
and Retrieval System (HISARS) which is presented in detail in Appendix C. 

E. SUMMARY 

Environmental models may be classified according to many schemes (e.g., 
deterministic vs. stochastic, temporal and spatial properties, etc.), and the 
schemes may vary, depending on whether air quality, water quality or another 
environmental parameter is under consideration. However, generalized schemes 
(e.g., Table 1 and Figure 1) exist that may be applied to the development of 
user-friendly, interactive software to aid in model selection. 

Although several air and water quality data bases exist, their data are 
seldom required directly for model input. Rather, their main use is to 
provide background data for statistical analysis and/or model calibration and 
verification. 
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SECTION III 

SURVEY OF DISTRIBUTED DATA BASE MANAGEMENT 

A. DATA BASES - GENERAL CONCEPTS 

1. What Are Data Bases? 

In many organizations, computers are used to store and retrieve large 
amounts of data. Any large repository of data can be called a data base. 
Such a data base would be no different from a data file. The important 
characteristic of a data base which distinguishes it fro~ a data file is that 
the data base should be integrated and sharable. 

Integration means that the data base can be thought of as a 
unification of several distinct data files of an enterprise. Such a 
unification permits: 

a. expression of any relationship among the different data, and 
b. elimination of redundant data among the different files. 

As a consequence of the unification, several users will have to share 
the same data base. By sharing, different users can access the same piece of 
data for different applications. The software that performs for integration 
and sharability is called a data base management system. 

2. Definitions 

a. Data Models 

Data bases contain time varying data about entities and their 
relationships in an enterprise. An entity is any object, tangible or intangible, 
such as an employee or event, etc., of interest to the enterprise. The entities 
of an enterprise are interrelated to each other. For instance, an EMPLOYEE is 
associated with a PROJECT, and every project has a PROJECT MANAGER, etc. A data 
base should be able to capture the relationship among various entities. A 
formalism of describing data and the relationships among data is called a data 
oodel. A data model serves two purposes. First, it serves as a vehicle to 
describe the various entities and the relationships among entities. The 
structures supported by the data model allow a straightforward translation of 
the entities and their relationship into physical data structures. Secondly, 
data models provide the operators to manipulate data. The operators are 
closely related to the structures supported by the model. The operators 
provide meaningful operations on the data base without the need to know any 
details about physical storage, job control language, etc. 

b. Schema: (Also Called Conceptual View or Conceptual Schema) 

The schema is an overall description of the data base, using the 
structures of any data model. It is the overall logical data base 
description, consisting of the descriptions of the various entities in the 
data base, along with the interrelationships among the entities. The schema 
does not contain any description of physical storage details. The schema is 
translated into physical storage structures by a mapping mechanism. 
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c. Subschema: (Also Called External View or View) 

The data base is integrated to hold the data of an enterprise. 
The side effect of integration could be loss of privacy of data. A subschema 
is defined as the subset of schema of interest to the user. The subschema is 
stored in the dictionary. Any data base accessed by a user is checked against 
his subschema in the dictionary to prevent an unauthorized access to portions 
of the data base. 

The subschema acts like a window enabling users to "view" only 
portions of the data base of interest. As a result, changes to the logical 
structure (schema changes), e.g., addition of a new entity or relationship, 
have no effect on the user. 

d. Data Dictionary: (Also Called Directory) 

. A data dictionary is a collection of pertinent information about 
the data base. It contains data describing the files, programs, users, 
transactions, security, etc., of an organization. The schema and subschema of 
various users are stored in the data dictionary. A comprehensive dictionary 
will also include cross-reference information, showing which program uses 
which piece of data. 

. 
A data dictionary is usually integrated with the data base 

management system. Such an integrated dictionary provides numerous 
benefits. The directory can provide accurate and complete data definition for 
use by application programs. All data base access requests by a user are 
validated against his subschema. 

An on-line dictionary browsing capability would be invaluable, 
since users will be able to browse through the dictionary. On-line updates to 
the dictionary allow dynamic changes to passwords, security levels, etc. A 
dictionary could also generate reports about access frequency by users, access 
frequency of files, etc., which would be helpful in determining the usage 
patterns of the data base. In distributed data base systems, the directory 
contains information about data and their location, traffic routing 
information, etc. 

The directory of a traditional data base system contains the 
following information (Reference 14): 

(1) The logical data description (name of the relations or files, 
etc.). 

(2) Physical structure description (field formats, inverted lists, 
etc.). 

(3) File statistics (size, etc.). 

(4) Other details such as security restrictions, ownership, etc •• 

For a distributed data base to successfully operate another 
category of information is needed, namely the location of data in the 
network. This information is required to execute global queries. Since a 
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510bal query could be issued at any node, all of the nodes require access to 
the directory. Various directory management schemes have been proposed 
(Reference 14). 

(1) The centralized approach, where the directory is stored only 
once at a central site. 

(2) The fully redundant approach, where the directory is stored in 
its entirety at every site. 

(3) The partitioned approach, in which each site ~intains its own 
catalog for objects stored at that site. 

(4) Any combination of the above methods. 

The factors that influence directory management are directory 
retrieval frequency, directory update frequency, and reliability. Frequent 
directory updates encourage a centralized directory, while frequent directory 
retrievals encourage a redundant directory. A fully redundant directory is 
more reliable than a centralized directory. 

3. Centralized Versus Distributed Data Bases 

In recent years, data base technology has been enhanced to manage 
geographically distributed data. The distributed approach fits rather 
naturally with the structure of certain organizations like the Air Force. 
These data management systems are called distributed data base management 
systems (DDBMSs). Distributed data bases are appropriate when several data 
bases already exist in an organization over geographically separated sites, 
and the necessity of performing global transactions is imminent. 

A distributed data base is a collection of data files not stored in 
its entirety at a single location, but spread across a network of locations. 
The various locations in the network are interconnected by a communications 
link. A distributed management system provides location transparency and 
replication transparency to all users (Reference 15). Location transparency 
means that users need not know the location details of any data item. 
Instead, all information about data and locations is maintained by the 
distributed data base management system. A user request to operate on 
nonlocal data is handled by the system via (1) moving the data to the local 
site. (2) processing the request at a remote site and moving the results, or 
(3) a combination of (1) and (2). 

A distributed data base may contain data replicated at many sites. 
Such replication is done to provide improved performance and .availability. 
Application users need no longer communicate with remote sites for the data, 
thus ensuring better performance at the local site. , Data updates at one site 
will have to be propagated to all copies of the data. Replication 
transparency implies that the DDBMS will support all details of maintaining 
and updating replicated data without the user's intervention. Replication and 

. location transparency ensure that a distributed data base appears as a 
centralized data base to the users. 

35 



Distributed data base management systems offer four advantages: 

a. A distributed data base is more reliable since multiple computers 
are present. Failure of a single computer does not cause a total 
system breakdown. 

b. Replicated data at different sites could result in better 
performance of processing queries or transactions and improved 
availability. 

c. Distributed data bases allow local autonomy and yet provide 
sharing of global resources. 

d. A distributed data base could be easily upgraded. More user nodes 
could be added without a service disruption. 

Distributed data bases could evolve from interconnecting various 
existing local data bases or from building a new system. Interconnecting 
various existing local data bases would generally result in a heterogeneous 
DDRMS since each of the existing local data bases would be different. A 
homogeneous DDRMS is one in which all local data bases use the same data model 
and are erected and processed by the same DBMS. 

B. DISTRIBUTED DATA BASE MANAGEMENT SYSTEM (DDBMS) OVERVIEW 

1. Architecture 

The general architecture of a DDBMS is shown in Figure 2 
(Reference 16). The user can state his requests, using a data manipulation 
language. The query is evaluated using the global schema catalog, and based 
on the evaluation, the query is decomposed into subrequests involving the 
local data bases. The results from all the local data bases are recomposed to 
give the results to the user. 

The distributed executive is responsible for interacting with the 
local DBMSs. It performs various functions like data format transformation, 
resources allocation, addressing and routing of data, etc. In the case of 
heterogeneous local DBMSs, the adaptation module handles problems due to the 
differences in data formats, data types, and representations. 

The global schema is a superset of all the local schemas. In a 
homogeneous DDBMS, the local schemas are expressed in the same data model at 
all the nodes. The global schema is also expressed in the same data model. 
In a heterogeneous DDBMS, the local schemas are expressed in different local 
data models. In such a case, a global data model which can effectively 
express all the local schemas is chosen. 

Distributed data bases are not just a distributed implementation of 
centralized data bases, since they possess many characteristics different from 
a centralized system. In distributed systems, the idea of centralized control 
is deemphasized. Each site could function independently of the others. This 
property is called site autonomy (Reference 17). Distributed data bases may 
differ very much in the degree of site autonomy, ranging from complete 
autonomy to almost complete centralized control. 
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A data base user interacts with the data base using a data 
manipulation language (DML). The DML is used to retrieve, insert, and modify 
data to and from the data base. In a conventional DML, the 'user not only 
specifies what he needs from the data base, but also indicates how the data 
are to be retrieved. Such a language may not be efficient since the user 
specifies how the data are to be retrieved. A query language is a high-level 
language where the user specifies the needed data and the DBMS retrieves the 
data, usually in an optimum manner. Such a high-level interface could be a 
menu-driven, user-friendly interface. 

In a DDBMS, a user query may require several remote data bases to be 
accessed. In a replicated DDBMS there is usually more than one unique way of 
satisfying the query. The given global query is decomposed into a set of 
subqueries, where each subquery accesses one of the remote data bases. A 
global query can be decomposed into different sets of subqueries. Choosing 
the best strategy to satisfy the query is termed query optimization. The set 
of subqueries is chosen such that the cost factor in executing all subqueries 
is minimized. Some of the factors included in the cost formulation include 
I/O cost, CPU cost, communication cost, etc. 

2. Basic Concepts and Issues 

a. Consistency and Integrity 

Integrity is the problem of ensuring that the data in the data 
base are accurate. Inconsistency between two entries representing the same 
data is an example of lack of integrity. Other integrity constraints could be 
specified, such as, "the age of an employee cannot be less than 10 years." 
Integrity can be enforced by defining validation procedures to be carried out 
whenever new data are inserted or an update operation is carried out. 

In a DDBMS where data are geographically dispersed, integrity 
problems are more complex since data are replicated at many nodes. Update 
operations performed .to any copy have to be propagated to all the copies. The 
strategy of propagating updates immediately to all copies may not work, 
however, since some of the sites may not be operational or various users could 
be accessing the data at that instant of time. 

b. Concurrency 

Integrity problems are compounded by the concurrent usage of 
replicated data by users. When multiple users access the same data 
precautions should be taken to mutually exclude the data from each other. 
Consider the example shown below (Reference 15), where users A and B modify 
the same record F at different times. 
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A B 

find record F 
copy F into buffer A--________________________ __ 

.... find record F 

Add 1 to the value of 
X field in buffer A 

opy F into buffer B 

Replace F with buffer k---____________________ __ 
-Add 10 to the value of 

X field in buffers 
Replace F with buffer B. 

In the above example, the update of A has been lost. When transactions are 
interleaved in time, care should be taken to see that all transactions operate 
.exclusively on common data of interest. The above problem could have been 
avoided if B followed after A's completion or vice versa. When transactions 
are executed serially, the data base remains in a consistent state. 

Two of the common techniques of concurrency control are locking 
and time stamping. 

(1) Locking 

A lock is used to prevent access to data currently in use. 
In the locking technique of concurrency control, all portions of the data base 
being written or read by active transactions are locked (Reference 16). The 
locks are released only after the end of the transaction. This simple but 
inefficient strategy ensures correct results. 

Locking could result in a deadlock. A deadlock is created 
when a transaction Tl l~cks resource A and is concurrently waiting for 
resource B locked by ongoing transaction T2• In turn, transaction T2 is 
waiting for Tl to release resource A. Both transaction Tl and T2 are in 
indefinite wait state without each other's knowledge. Deadlocks are avoided 
either by preventing or detecting them. In the detection method, all 
transactions which do not end in a specified time-out period are aborted. In 
the prevention scheme, all resources are allocated only after checking for any 
deadlock possibilities. 

(2) Time-stamping 

In time-stamping, every transaction is assigned a globally 
unique identifier called a time-stamp, which can be thought of as the 
transaction's start time. The basic idea of time-stamping follows. 

All updates in any transaction are applied only after the 
successful completion of a transaction. Every stored record in the data base 
carries a time-stamp of the last transaction that read it and a time-stamp of 
the last transaction that modified it. If a transaction Tl requests a data 
base operation in conflict with a transaction already executed by a younger 
transaction T2 (with a later time-stamp value), then the transaction Tl is 
restarted. All restarted transactions are assigned new time-stamps. 
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C. SURVEY OF SOME DISTRIBUTED DATA BASE SYSTEMS 

1. Survey Objectives 

Some of the distributed data base systems available today are 
surveyed. The aim of the survey is to analyze each system and ascertain 
whether or not they could be applicable for AFEMDEX. The factors considered 
here are the properties of each system and the environment to which these 
systems would be best suited. The survey will also point out those properties 
that are desirable for AFEMDEX. Each system is briefly described here and a 
more detailed explanation is presented in Appendix A. The five systems most 
relevant to the project are surveyed. They are MULTIBASE, R*, SDD-1, 
distributed INGRES, and CSIN. 

2. Summary of Features of Some Distributed Data Base Management Systems 

a~ The MULTlBASE System 

MULTIBASE is a distributed data base management system (DDBMS) 
developed at Computer Corporation of America (CCA). The system was developed 
to integrate different data bases with different DBMSs,. different languages 
and data models. The purpose of MULTIBASE was to suppress these differences 
and provide the end user a unified global ·schema and a single high-level query 
language. The integration of various heterogeneous data bases (each with its 
own DBMS) is a complicated problem, since all the different schemas have to be 
mapped to a single global schema. The other important feature in MULTIBASE is 
to provide autonomy to the local data bases; this is necessary because these 
different data bases may belong to different organizations who would not want 
their data base to be altered. This automatically implies that the data base 
can be altered only at the site where it is stored; all global requests can 
only read from it. This makes MULTIBASE a global "read only" data base which 
permits only local updates. 

The above property makes MULTIBASE useless for applications where 
global updates are essential, e.g., in a banking environment. In spite of 
this restriction, MULTIBASE can be employed effectively in environments that 
do not require instantaneous updated information and where site autonomy is 
desired. The fact that updates are only locally managed greatly simplifies 
implementation, and problems like concurrency and consistency of the global 
data base are reduced to a local level. 

The architecture of MULTIBASE is built in such a way that a single 
global request can make an integrated retrieval from the constituent data 
base. The global request has to be broken down to different subqueries, where 
each subquery is sent to different sites that contain relevant data. These 
subqueries have to be in the language used at the site. Moreover, 
inconsistencies in data, such as naming or different levels of data 
abstraction, have to be resolved before the data can be accessed. This 
incompatibility resolution involves a lot of software and is labor- and cost
intensive. MULTIBASE solves this problem by employing a global data model, 
called the functional data model, to define the global schema and by using 
DAPLEX as the high-level query language. All global requests are first in the 
global level after which they are mapped into the local level. The data, 
however, travel in the opposite direction. They are retrieved in the local 
level and then get mapped into the uniform global level. 
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The general environment for MULTIBASE is similar to that of 
AFEMDEX. However, MULTIBASE deals with a complicated set of issues such as 
integrating different schemas, different DBMSs and different languages. This 
is not the case with AFEMDEX, where a more uniform set of schemas is 
sufficient for its applications. 

b. The R* System 

R* is an ongoing research project at IBM. It is a homogenous 
distributed data base management system supporting the relational data 

~ model. It is built upon the System-R centralized system. It transparently 
supports access to data distributed at multiple processing and storage 
sites. It consists of individually controlled data base sites which are 
interconnected by the IBM communication product CICS. R* stresses onsite 
autonomy, and, in most of its implementations, this issue is of foremost 
importance. Each site is responsible for maintaining its data. No fixed 

. central site supervises the action of the remaining sites in the network. The 
site at which the query originates becomes the 'master' as long as the query 
is being processed; after the query is finished, it ceases to be the master. 
Data are searched by referring to their birth site (site at which the data are 
created). The birth site contains all network information about the location 
and status of the data. 

R* does not deal with data incompatibilities as in MULTIBASE, but 
it provides a greater degree of site autonomy. Global updates are 
permitted. Data may be stored in cache catalogs for faster processing. This 
information is not updated regularly; hence, the most recent update 
information may not be used. In such a case, the query is reprocessed with 
the latest version of the data. This is done automatically by the system, and 
the end user is guaranteed the latest updated information in the network. 

R* provides instantaneous updated information at any site in the 
network. Although site autonomy is desirable, global updating facility is 
unnecessary for AFEMDEX, since there is no need for global updates to the data 
bases of AFEMDEX. Moreover, AFEMDEX may not have an environment as R* but it 
certainly will not have totally homogeneous data bases, and there will be a 
need to provide for some type of heterogeneous data base interfacing. 

c. The SDD-1 System 

SDD-1 is a prototype-distributed data base system developed at the 
Computer Corporation of America (CCA). It is one of the first -distributed 
systems to be developed. The main goal of this system was to provide a truly 
transparent data base facility where the end users could assess any data at 
any site without knowing anything about the site at which the data are stored. 

SDD-1 assumes the interconnection of homogeneous data bases and 
DBMSs and makes no effort to deal with heterogeneous data bases. The aim is 
to address specific data base issues such as concurrency, consistency, 
reliability, and distributed query processing. It has a set of bighly 
developed mathematical protocols to prevent deadlocks that may occur in the 
data bases. This contrasts with other systems that adopt a simplified 
approach - allowing a deadlock to occur and then detecting and breaking it. 
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The functional architecture of SDD-l can be divided into three 
classes: the first deals with the ordering and coordination of the 
transactions, the second deals with the actual manipulation and temporary 
storage of data, and the third is the network that holds the whole system 
together. 

Data may be split up and stored at different sites to aid fast 
retrieval. This makes updating more difficult because of the overhead 
involved in searching for these bits of information scattered at different 
sites. The relational data model is employed, as in R* and remote updates are 
permitted. From all these properties mentioned, SDD-1 is suited for 
application in which R* is employed. The main difference is that there is no 
site autonomy; this disqualifies it to interconnect data bases from different 
organizations. It also leads to a more complicated centralized control system 
since all data base issues have to be addressed from a global viewpoint. So 
SDD-l can be regarded as the least suited system for the AFEMDEX requirements. 

d. The Distributed INGRES System 

Distributed INGRES is an extension of the centralized INGRES 
system developed at the University of California. Most of the features of the 
centralized system were preserved, while designing the distributed version. 
The centralized version was built on the UNIX system which greatly influenced 
its design. Distributed INGRES deals with homogenous systems and like the 
SDD-1, it does not address the problem of interconnecting heterogeneous data 
bases. 

Query processing is done with the master-slave technique used in 
R*. "The site at which the query originates is the 'master' and all other 
sites are the 'slaves'. By employing a standard protocol called the "two 
phase commit protocol" the query is transferred between sites for retrieval of 
data. If the 'master' fails during a transaction, one of the slaves takes 
over as master just long enough to safely complete or abort the transaction. 

Each component machine in the network has its own concurrency 
control and it is similar to the centralized system version. Unlike SOD-I, 
there is no sophisticated deadlock detection technique; a global deadlock 
detection scheme is employed. This is done by a centralized machine called 
'SNOOP'. 

e. The CSIN System 

The Chemical Substances Information Network (CSIN) is built by 
CCA. It is built upon several heterogenous data bases. It interfaces these 
data bases to form an integrated view for the user. Instead of providing a 
global- and local-level technique as in MULTIBASE, CSIN employs a layered 
architecture that transforms a global query into local requests and recombines 
the data from the different sites for the user. While a query language is 
used in MULTIBASE, CSIN uses only a menu-driven, user-friendly query 
technique. 

Many organizations are tied together by CSIN, and site autonomy is 
mandatory. The data are highly varied and can range from bibliographic to 
numeric. The queries also vary considerably because the data are shared by 
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users from various disciplines with different interests. For all these users, 
CSIN has to provide a uniform interface. Many frequently repeated. tasks such 
as log-on (to the various systems) and common queries are automated by the use 
of scripts, simplifying the handling of the system. There are two modes of 
operation: the script mode and the manual mode. In the script mode the system 
automatically does all the transformation of data between the sites, and the 
details are not important to the user. In the manual mode, the user must know 
all details about the other site to log-on and proceed with the transaction. 

D. APPLICATION OF DISTRIBUTED DATA BASE CONCEPTS TO THE CURRENI' PROBLEM 

With different data bases located at different locations, the AFEMDEX 
project plans to interconnect these data bases by means of a loosely 
integrated network. This would facilitate the sharing of data which are 
stored at the different sites. Most of the data are in the form of tables 
with one entry per field. 

1. Data Base Requirements for AFEMDEX 

AFEMDEX is concerned with the linking together of heterogeneous data 
bases. These different data bases have various data formats and may not be 
compatible with all the component data bases connected to the system. The 
data retrieved must then be formatted to run on the environmental models that 
reside on some other node in the system. The basic requirements in this 
design are to interface the different systems and to provide a data 
reformatting capability. 

a. The AFEMDEX High-Level Language Interface 

The initial AFEMDEX design points to the development of a user
friendly, menu-driven interface. The development of any procedural high-level 
language is not necessary, since the users will not be expected to formulate 
queries conforming to tyntactic rules. The user-friendly, menu-driven system 
will prompt and guide the user to model and data selection. The search for 
the model can be in the form of a hierarchical structured menu search or it 
can be a boolean expression of the different categories of interest. The 
search aids the user, who is not sure of the specific model required for a 
particular application. The system will query the user about the 
characteristics needed and then supply a choice of models that match these 
characteristics. In this way, the user can interact with the system without 
the need for any high-level query language. 

All the environmental models (see Section II) are stored at 
specified sites called model sites. These sites should have the capability to 
run these models. 

b. Query and Data Compatibility 

The data stored in different data bases are in a general form. To 
extract these data for a particular application, data formats are required to 
be changed. This is done by providing an interface to transform data in a 
form compatible with the model. Besides changing the form of the data, there 
should be an interface to make the data compatible to the system on which the 
model resides. The interface transforms format-specific data for a particular 
site to a format that is uniform network-wide. 
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The. interface will be component-specific and will depend upon the 
organization and capabilities of the component systems. This is necessary 
because the interface not only should carry out the formatting of the data, 
but should also bring up each component to an equal level of capability before 
interfacing to the network. The other way around this problem is to follow 
the approach provided in MULTIBASE. Here a filter removes all operations not 
supported at a particular data base site and transfers them to the "auxiliary" 
data base, which processes the query and transfers the result to the site from 
which it came. This approach calls for an independent data base that 
maintains only this mapping operation. The proposed methodology will have no 
auxiliary data base. This provides for modularity and implies easy expansion 
of the network. New component systems can be added onto the network without 
disturbing the rest of the system. The only significant software to be added 
between the new component and the network will be the interface unit. Other 
sites can extract data from this new component just like extraction from 
preexisting nodes. 

The interface unit should be able to transform the global data 
addressed to it and convert them into the component specific form. Hence, a 
two-way conversion exists to provide for proper data transfer within the 
network. Data are transformed in the form of files between the component 
systems. 

'The query transformation problem resembles the data transformation 
problem. Here the user constructs a query after obtaining the necessary 
information from the system. All queries are of a standard format and the 
user just fills in the details of the search. The query is then analyzed at 
the originating site and is decomposed into a subset of queries, each destined 
to a particular site. According to the nature of the data base environment at 
AFEMDEX, there may not be more than two sites from whi~h data must be 
extracted at the same time for a single global query. These subque~ies 
preserve the format of the original query, the only difference being that each 
will contain only component specific information and not global query requests 
as the original query. 

The subqueries are then transferred to the appropriate sites. 
Upon reaching their destinations, these queries are transformed into a form 
that is understood by that specific system. This is done by the interface 
layer. However, the interface does only one-way conversion; that is, it 
converts the subquery to a form compatible with the specific component 
system. Moreover, all the subqueries are in the standard format and no 
transformation has to be done. The site where the query originated should 
split the query into subqueries that only deal with local data and should not 
be sent to a second site for further operations. This does not imply that 
data extracted by a subquery are prevented from reaching another site during 
the execution of the query. 

The method of transforming data to a standard network-wide format 
before releasing them into the network is essential, because the data can be 
edited manually at the user's site if he desires. Editing is a capability 
that should be provided by the system, so that the user can restrict the 
volume of data extracted if a great volume of data is retrieved. If this 
facility does not exist, the user must abort and restart the entire 
transaction just to correct a single error in the query that resulted in the 
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unexpected amount of retrieved data. It also facilitates the minor changes of 
data that may be necessary before being sent to the model site. Thi.~ prii ting 
of data is not mandatory, and is bypassed if the data retrieved satisfy the 
user. The user is informed about the data status by system statistics 
concerning the number of data records retrieved, etc. The editing facilty 
should include certain simple built-in system fun~tions like delete, insert, 
restrict, and basic arithmetic operations. 

c. Network Communication 

• The AFEMDEX network should provide fast and uncorrupted transfer 
of data between the participating sites of the network. A packet-switched 
network will be employed, such as the TELENET/ARPANET. The network will form 
an interconnection between three basic types of nodes. They are the nodes on 
which (a) the models reside; (b) the data reside; and (c) the model user 
resides. The user's request will originate at the user node; then the 

_ subqueries are transferred to the different nodes on which models and data 
reside. The final result is transferred back to the user node. Security 
measures can be incorporated into the network so that only a certain class of 
users can access restricted data. Provisions for time-outs for remote 
transactions can be incorporated into the network, so that the system will not 
wait unnecessarily for a reply from a remote site that has failed, or wait 
while an error has been detected at the remote end and the remote site is 
awaiting new commands from the original query site. 

2. Evaluation of the CSIN Approach for AFEMDEX 

The survey of the various DDBMSs has enabled a comparative study of 
these systems. It is also possible to evaluate their application to the 
AFEMDEX project. Each system has distinctive properties designed to serve a 
particular user environment. These systems are compared in Table 11. The 
first step in the selection of an appropriate design for AFEMDEX is to compare 
its users' environment'wtth that of the five systems surveyed. The next step 
is to examine the properties of the system whose environment closely matches 
that of AFEMDEX and to determine the appropriateness of those properties. 

SDD-l was built from scratch and comprises homogeneous component 
systems. Distributed INGRES falls into the same class. These two systems do 
not deal effectively with the problem of heterogeneous data bases and 
systems. So these systems automatically have basic differences with the 
AFEMDEX system. MULTIBASE deals with heterogeneous systems in roughly the 
same environment as the AFEMDEX. However, one major difference between the 
MULTIBASE and AFEMDEX environment is that the systems underlying MULTIBASE 
support different data models. This is a very general case and is difficult 
to implement. These different models are mapped to a single model called the 
functional model; from this model the different views of the data are 
extracted. This problem does not exist in the AFEMDEX case, for all the data 
are assumed to be in the form of tables and more or less represent statistical 
data. The CSIN effort concentrates on the interface and reformatting problems 
of the component systems. It operates in a highly heterogeneous environment 
comprising various organizations and institutions. This is the same 
environment in which AFEMDEX will function, although the variety of the 
component systems may not be so large. 
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TABLE 11. A COMPARATIVE REVIEW OF DISTRIBUTED DATA BASE MANAGEMENT SYSTEMS 

Features Interface Built o.n Data Data Site Remo.te Access 
Ho.mo.geno.us Existing Language Model Autonomy Update Planning 
Data Bases Centralized Optimizatio.n 

System Systems Technique 

SDD-l Yes No DATA- relational ,variable; Yes hill climbing 
LANGUAGE depends on 

the designer 

R* Yes Yes SQL relational very high No. breadth-first 
tree search; 
pruning 
heuristics 

MULTIBASE No Yes DAPLEX functional normal No. 
(only 
local 
updates) 

Distributed Yes Yes QUEL relational high Yes hill climbing 
INGRES 

CSIN No Yes Menu - high No 
Driven 



The other aspect of a heterogeneous system is to protect each of the 
component systems from the other. This is done hy providing autonomy for each 
of the sites. All these systems are strong in this area. In SDD-l the data 
base designer can ascertain the degree of autonomy. MULTIBASE provides only 
local updates and hence maintains a normal level of autonomy. In R*, site 
autonomy is a central issue in the design and it has the highest degree of 
autonomy for the component sites. CSIN provides enough autonomy so that the 
data belonging to the various organizations are not disturbed by accident. 
AFEMDEX requires the same amount of site autonomy as CSIN. If the network of 
AFEMDEX evolves such that site autonomy is not a paramount concern (all nodes 
controlled by one organization), then the design could tilt more towards the 
distributed INGRES approach where there is some form of centralized control 
for managing the directories of the network. All systems except CSIN have a 
high-level query language as shown in Table 11. CSIN does not have a high
level query language because the research project is not yet completed. Most 
of these high-level languages compromise greatly on ease of use and are not 
user-friendly. A systell', that guides a user to the, result 'is more 
straightforward and simple to use. A menu-driven user interface, with some 
prompts from the system, can' replace a high-level language. This is also 
desirable for the AFEMDEX case because the data to be retrieved are more or 
less fixed, and there is not much semantic variation to the queries which 
would aake a high-level language necessarr. 

One of the greatest advantages in a distributed data base environment 
is the capacity for parallel processing. The degree of parallel processing 
varies with the different systems. SDD-1 promotes parallel processing if, and 
only if, the data reside in numerous sites. This is a prerequisite for 
parallel processing. Distributed INGRES lifts this restriction by replicating 
the data at as many nodes as necessary. Valuable processing time is wasted 
when data are replicated in many nodes and the query requires only three (or 
fewer) relational tables to arrive at the result. The emphasis on site 
autonomy in R* and MULTIBASE severely restricts them from performing remote 
updates, although they~rovide for concurrent processing. The amount of 
parallel processing to be performed depends upon the type and nature of 
queries and data, i.e., it is desirable to build a system with a high degree 
of parallel processing if the queries often require data that are scattered 
around the network., AFEMDEX may typically require one site to retrieve the 
data. These data may be later shipped to another site for further 
processing. However, the number of sites involved at any one time will seldom 
be greater than two. This points to low amounts of parallel processing. The 
analysis of CSIN also points in the same direction; there is little or no 
software to enforce this type of processing - although for anyone query more 
than one, node may be necessary for the final result. 

On examining the type of data to be processed, it is seen that CSIN 
deals with a large variety of users and data. AFEMDEX deals with only numeric 
data, so all the extra features to handle bibliographic data are not required 
for AFEMDEX. The layered architecture in CSIN is an extremely elegant form of 
design and can be employed for AFEMDEX.. 
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C. SUMMARY 

Of the systems surveyed, CSIN has the closest environment and properties 
to that of AFEMDEX. However, there are many differences in the nature of data 
handled. Both CSIN and AFEMDEX transform data between heterogeneous 
systems. In CSIN it is done in the transaction layer and in the data layer by 
using the component data interface. These interfaces are software units and 
comprise the bulk of the data layer architecture. They are tailored to a 
particular component and hence are not portable. So AFEMDEX would have to be 
concerned about developing these software packages that would interface these 
various heterogeneous systems onto the network. Therefore, although the CSIN 
approach may roughly coincide with that of AFEMDEX, it is not possible to 
transfer the CSIN system for direct AFEMDEX use. 

48 



SEGrION IV 

A PROPOSED ORGANIZATION OF THE ENVIRONMENTAL INFORMATION NETWORK 

A. INTRODUGrION 

In Section II, examples of various environmental models and data bases 
were presented, illustrating possible interaction with an Air Force user. 
Several distributed data base management systems (DDBMSs) were reviewed in 
Section III for potential AFEMDEX use, with Air Force needs in mind. The 
major requirements of an Air Force Environmen;al Information Network include: 

1. A menu-driven user interface: This would make it easy for both 
novices and experienced users to operate on the network. Such an 
interface would provide the users with transparency against the 
complexity of the network operations. 

2. A uniform query language: This would facilitate easy access and use 
of the network. This would also make software portable, i.e., 
software can be transferred from a node to another node and used 
without any further modifications. 

3. Interface support to handle heterogeneous data bases: The data bases 
to be interconnected in the network are diverse, both in content and 
format. Commands issued at any node may need to be translated into a 
different sequence of actions depending on the local data base 
characteristics. All local data base-dependent information is 
maintained by the network. 

4. Data formatting and editing capabilities: The system should allow for 
any retrieved data to be displayed on the terminal. The user should 
be able to modify or delete part of the displayed data before the data 
are used to run with any model. 

5. Data dictionary browsing capability: The system should allow the user 
to browse through the data dictionary. The dictionary (directory) 
should provide information about the data (e.g., their storage and 
characteristics), as well as information about the model. 

Some of the DBMSs surveyed (e.g., SDD-1, R* and INGRES) do not handle 
heterogeneous data bases, thus making them unsuitable for present needs. 
Although both MULTIBASE and CSIN do handle heterogeneous data bases, the 
former is designed to handle more complicated issues than will be needed by 
the AFEMDEX system, such as integration of different DBMSs, different 
languages, etc. Since it is anticipated that only a uniform set of schemas 
will be necessary for the Air Force environment, the excess capabilities of
MULTIBASE are not required. 

CSIN provides an interconnection among different data bases which is 
similar to the Air Force needs. But the cost associated with the development 
of interfaces to specific Air Force data bases would make CSIN unattractive. 
Besides, CSIN was developed only for data retrieval. 
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However, several functions present on CSIN are proposed for the 
Environmental Information Network: 

1. A menu-oriented user interface would be useful in both selection of 
models and data. The menu displays the various options at every level 
and guides the user through the system. 

2. During data retrieval, the system would give the user an estimate of 
the volume of data, asking the user how much he would like to 
receive. This would prevent large amounts of data from being 
displayed by an ill-formed query. 

3. The CSIN concept of "file substitution" should be implemented, which 
implies that the amount of keying-in of commands can be minimized by 
letting the user substitute predefined files to supply run-time 
parameters. As an example, the user-supplied data could be merged 
with data retrieved from a data base in the proper format and run with 
a model. The above process could be done by -file substitution," 
where the user supplied data are stored in a file and the file is 
specified by the user during run time. 

4. The network shall also provide site autonomy. Site autonomy refers to 
the local control of processing at' each site of a network. This would 
enable different agencies to support and maintain their data bases. 

In summary, the architecture for the proposed Air Force system can be 
designed more simply than the effort implied by adapting CSIN or another 
existing DBMS directly to the AFEMDEx computing environment. The capabilities 
are enumerated in the following subsections; components of the system will 
rely on knowledge of existing DBMSs wherever possible. Several design 
considerations relevant to the Environmental Information Network are discussed 
in Section V, e.g., design of directories and formatting/reformatting of data. 

B. A CLASSIFICATION OF THE INrERACTIONc AMONG MODELS AND DATA BASES 

1. Class 1: All Data Supplied Locally 

Probably the majority of environmental 'models fall into this 
category. For such a model, the user supplies all input data without need to 
access a formal data base for some parameters. For instance, an air pollution 
model may require physical data about the source, such as height, diameter, 
emission rate, stack velocity and temperature, etc. Such data are particular 
to the problem at hand and must be tabulated without recourse to a formal 
computerized data base. (This is not to say that all such data will never be 
found in a data base. Rather, under ordinary circumstances, such data will be 
tabulated for model input on a case-by-case basis by an engineer familiar with 
the particular site and conditions being modeled.) Although most water and 
air quality models are still run in a batch computer mode, models within the 
Class 1 category are well-suited to an interactive mode since they tend to 
have fewer input data, and the input data may often be readily described in an 
interactive format (see Section II). -> 

In general, models within this class should require fewer complex DBMS 
features, since there will not be a requirement to integrate model input from 
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the user and a separate data base. Rather, the system will only have to 
convert the data input by the user into the proper format for input to the 
model. However, another important feature of the model - data base 
interaction is one in which model input from users and separate data bases 
must indeed be integrated. This is discussed below. 

2. Class 2: Use of Local Data and Remote (Data Base) Data 

a. Class 2A: Interactive Target Data Base 

Within this class, most of the model input data will still be 
supplied directly by the user, but a portion must be drawn from a separate 
data base. The separate data base maybe either remote (at another location 
from the user) or located on the same computer on which the model is being 
run. For Class 2A, it is assumed that the target data base may be accessed in 
an interactive mode, using software developed by the developers of the data 

-base itself. That is, it is proposed to use existing software where it 
already exists; except under extraordinary circumstances, it should not be 
necessary or desirable for the Air Force to redevelop interactive software 
where it already is functional due to the efforts of others. For instance, 
comprehensive and sophisticated interactive data bases presently exist for 
water (STORET) and air (SAROAD) data as described in Section II. It would be 
wasteful to reaccomplish these efforts. The penalty for this policy is that 
the user of the Air Force system must become familiar with the data bases 
accessed in this manner. However, this is appropriate since it is highly 
desirable that the user of the system know about the components used in the 
analysis of the problem at hand. 

Most comprehensive air and water quality data bases (as well as 
ones devoted only to nonquality data) have the facility to present data in a 
self-describing format, e.g., one in which rows and columns are labeled, a 
station identification is given, etc. Such a format permits easy 
comprehension by the user. For use by the model, the particular self
describing format must be known and cataloged in advance by the system to 
reformat the data for model input. For instance, it must be possible to 
extract the required data array from the display of text and data. The 
description of such data, which is known ~priori, is stored in the 
dictionary. Dictionaries are discussed in Section V. 

b. Class 2B: Batch Target Data Base 

This clasa has similar attributes to Class 2A, but in this case a 
program must be written to access data on the target data base system and 
submitted in a batch mode. The HISARS data base is an example of such a 
target. Since most data needs from separate data bases will be simple and 
common to several models, there should not be a large variety of types of 
queries to these data bases. Hence, it is proposed that the Air Force system 
be able to generate the appropriate target system batch commands to retrieve 
the data. The commands will be generated in response to a menu-driven 
dialogue with the user. The system will then either call upon a standard 
retrieval program from a library, or else construct such a program if the 
target system is simple enough. In most cases, it should be possible to 
catalogue an exhaustive program library for the set of models and data bases 
currently in use by the Air Force system. Again, software must be available 
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to reformat the data returned by the target data base into a format suitable 
for the model being used. 

With this system, there will almost certainly be a time delay 
during the execution of the batch job. The magnitude of the delay will depend 
upon the type and location of the target data base, and the current level of 
use. The present mode will be deemed acceptable in situations where this 
delay can be tolerated. 

c. Some Special Cases 

(1) Frequently Used Forms of Data 

Certain classes of models may use a common form of input 
data. For instance. the long-term, climatological air pollution models 
discussed in Section II (e.g., COM) all require input of a 576-element array 

_of 6 wind speeds by 6 stability classes by 16 wind directions. Each element 
of the array contains the relative frequency of occurrence for that particular 
combination over the annual or other interval being modeled. The same 
frequency array is used by several air pollution models, since NOAA's National 
Climatic Center has standard programs to process raw meteorological data to 
produce that array in a standard format. One way of obtaining this array and 
inserting it into a model input data. string would be to direct separate 
requests to NOAA each time such an array was needed. ~owever, since Air Force 
use of such data will most likely be at a limited and predictable number of 
sites (e.g., the 113 air bases), it would be reasonable to obtain the 
576-element arrays for all such locations. and store them in a data base, 
easily constructed for just this purpose, to be resident on the Air Force 
computer system. 

As another example, several long-term (continuous simulation) 
hydrologic and water quality models use the time series of hourly 
precipitation at a rain gage near the basin being modeled. Again, NOAA has 
placed these data on magnetic tapes in a format that has been inserte-d into 
several water models. If the likely locations of model applications by the 
Air Force can be anticipated, the precipitation records for these areas may be 
obtained and stored on an Air Force system data base. Such an arrangement 
permits ready and inexpensive access to standard and frequently used data. 

(2) Statistical Analysis and Review of Data 

It is important to recall the ultimate objective of the use 
of the DBMS under consideration for the Air Force: to be able to aid in 
solving real engineering problems. Almost all such problems involve many 
steps, besides the execution of a mathematical model. One of the most 
important steps is often a review of relevant data. accompanied by simple 
analyses of the data. For instance, in an air pollution problem, it is 
important to assess background ambient concentrations prior to simulation of 
changes or control options, and similar concepts apply to water, noise, 
hazardous waste, or whatever environmental problem is under analysis. This 
means that there will often be a need to examine and analyze data themselves, 
apart from using them as input to models. Statistical analysis may be thought 
of as a sort of "model" in itself; one important function of the Air Force 
software will be to facilitate such analysis through use of available 
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statistical libraries of programs, such as the Statistical Analysis System 
(SAS). Depending on the routines ultimately employed in the Air Force system, 
the statistics software may itself be used to manipulate the data into the 
proper format for analysis, or unique software may be needed. In any event, 
the use of the system simply to retrieve and review the basic data relevant to 
the problem is likely to be one of the most important and must be prOVided for 
in its development. 

C. OVERALL ARCHITECTURE .AND FACILITIES 

The overall flow chart for the sequence of actions is shown in Figure 3. 
After model and data selection, the network must gather the model and the data 
at a common node. This would involve shipping both the model and the data to 
the user's node, or shipping the data or model to a convenient node and 
getting the results back to the user. 

The Byste.proVides> a 'COaulOn: tiseriaterface across the network. Any 
commands issued by the ,user'to, ,retrieve data will have to be translated into' 
the sequence of actions appropriate to the local data bases. A standard 
format is proposed far the queries. The format may be designed in such a way 
that a given set of formats apply to several of the models. The query 
transformer module splits the user's query into components for each of the 
different sites involved in the transaction. The relevant instructions, such 
as JCL commands, log-on proced~res, etc., are generated at the user's site and 
are transferred to the remote site. This would mean that when a user's 
transaction needs to access data from a re1lO,te site, the user's system 
generates the commands" needed to log on. attbe remote site. Similarly, when 
the transaction at' the 'site is over, an automatic log-out is performed. 

The network employed will be a packet-switched network similar to 
TELENET/ARPANET. In packet-switched networks all data are transmitted in the 
form of packets which are self-contained blocks of information containing 
adequate supporting daba for transmission/routi~g. All the standard issues of 
network communication are incorporated with some additional features. At the 
beginning of a transaction, a certain predefined time-out interval is 
specified. If the transaction exceeds this time limit, the transaction is 
aborted and tried at a later time. The user is informed about the status of 
the operation. Special considerations for security can be incorporated. 

After receiving the query, the different sites will retrieve the data 
(after the appropriate projection and selection) and store them in a local 
temporary file. All the data are then transferred to the site where the model 
resides and the data are transformed back into a format compatible with the 
model. The data manipulator. (editor) provides facilities to manipulate the 
data before they are run with the model. This is especially useful when there 
are obvious discrepancies in the retrieved data. Certain simple inbuilt 
functions like deletion, sorting, merging and selection can be employed at 
this stage. 

The properly formatted data are now run with the model. It is assumed 
that the model's site supports all the necessary facilities to run the 
model. The final output, which is format-specific to the model, is captured 
on a file and transferred to the user's site where the final output format can 
be specified and hard copies requested. 
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From the users' point of view, the system should provide simple commands 
for model selection, data retrieval and gathering, and model execution. The 
data retrieval and data gathering are highly model-dependent, as shown in 
Subsection B. Two different functions (or sequences of actions) to perform 
data gathering are proposed: Fl and F2. 

The function Fl is used only for models in Class 1 category, where all the 
data required to run a model are supplied locally. Depending on the model 
selected, the function prompts the user for all the relevant details. 

The function F2 is used in cases where the data supplied from the user are 
insufficient to run a given model. In such cases, the system queries about 
the additional parameters that need to be obtained from a data base and 
performs the linkage. The querying for additional parameters could be done in 
a similar fashion to that of function Fl. 

The function F3 is used to provide on-line editing of data retrieved from 
a data base. This is useful in cases where the data retrieved from a data 
base need to be modified before using them to run with any model. 

The function F4 is used during the model selection process. Given the 
area of interest of the user, i.e., the modeling needs of the user, the system 
browses through the dictionary to list all the models that can be used. 

The function F5 is used to execute any model with the data collected using 
any of the data collection functions. 

The data collection functions are stored in the dictionary along with the 
model data. When a particular model is selected, the functions that accompany 
the model are used by the system in querying the user for data. The system 
has some of the other common commands like SAVE, to s tore retrieved data. A 
DISPLAY command is used for the display of either data or model. A PRINT 
command is used for generating hard copy. 

D. DISCUSSION OF THE VARIOUS APPROACHES 

The proposed system will be easy to use both for novices and experienced 
users. A novice could browse through the dictionary to select the model. 
Depending on the modeling needs of the user, the data dictionary search will 
yield all the models that will satisfy the user's needs. After the model is 
selected, the site at which the model is located is displayed. At this point, 
the input and output parameters of the model are displayed, indicating to the 
user what data are required to run the model and what output values to expect. 

Once the model has been selected, the system prompts the user for input. 
The input could be in different forms, depending on the model selected, as 
mentioned in Subsection B. If the data were to be provided locally, i.e., 
Class 1 models, the system would prompt the user to provide the data. The 
user could provide the data in a file name, which can be used by the system at 
run time against the model. In other cases, where data have to be retrieved 
from a data base, the user specifies the data in a standard query format. The 
system translates this query into subqueries to retrieve the data from the 
data base. If the data base is at a remote location, the data are shipped on 
the network. If the model chosen by the user is also at a remote site, the 
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data are shipped to the site of the model. The model and data are then run at 
the model site. The results are subsequently transferred to the user's site 
in a predescribed format. If the data base is not on-line, then a batch job 
is submitted at the site of the data base and the data are shipped to the site 
of the model after execution. 

A further desirable feature of this proposed approach for the Air Force 
system is that implementation of various models and data bases into the system 
may be done in a modular sequence. That is, given the overall architecture of 
the system, it may be implemented initially with only a limited number of 
models and data bases deemed most necessary by the Air Force. ·As new 
capabilities are added to the system, only the initial user interface 
(Figure 3) and the data dictionary need be updated. The various system 
commands (F-functions of the previous subsection) can remain the same. 

E. EXAMPLES OF TARGET SYSTEM MODELS AND DATA BASES 

1. Class 1: PTMAX Model 

The PTMAX (point source - maximum concentration) model is part of the 
UNAMAP collection of air quality models discussed in Section II. The model is 
very simple and well documented (Reference 18). The objective of the program 
is to analyze maximum ground-level concentrations of a pollutant downwind of 
an elevated point source. The concentrations may change because of variations 
in wind speed and stability, and a tabular output is provided for all 
combinations of speed and stability selected by the user. Input consists of 
the following information: 

1. Title 
2. Ambient air temperature 
3. Stability class 
4. Physical stack height 
5. Stack gas tempdrature 
6. Volume flow rate from stack 
7. Source strength 
8. Stack gas velocity 
9. Stack diameter 

Computations are then performed for a range of wind speeds. Note that only 9 
data entries are required, and all must be specified by the user. No calls to 
other data bases are necessary, and facility Fl discussed earlier may be 
designed to permit interactive data entry. (In fact, an interactive version 
of PTMAX already is available for certain computers from EPA.) Facilities F3, 
F4 and F5 may also be used with this model, as with all models and data bases. 

2. Class 2A: COM Model and SAROAD Data Base 

The Climatological Dispersion Model (CDM) was discussed in detail in 
Section II and its potential for interactive use was mentioned; again, an 
interactive version is available for some computers from EPA. The COM model 
requires input of the 576-element frequency array discussed earlier in 
Subsection B. Thus, CDM would utilize facility F2 to obtain the array, 
possibly from a data base containing such arrays constructed especially for 
the Air Force, as discussed earlier. The combined set of input data may be 
edited using facility F3 and executed using facility F5. 
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One prov~s~on of CDM calls for calibration of predicted and measured 
pollutant concentrations. The latter must be obtained from a data base; the 
EPA SAROAD facility, discussed briefly in Section II, is a likely candidate. 
Both interactive and batch access are possible. Since the Air Force system 
will use existing software wherever possible to facilitate ease of use, a 
detailed example of interactive access to SAROAD is presented in Appendix B. 
This also illustrates a sample for the type of menu-driven query system 
possible on the Air Force system. 

3. Class 2B: HISARS Data Base 

Virtually every hydrologic model requires input of rainfall data, of 
some kind, in addition to many other parameters. Sources of such data were 
discussed in Section II, e.g., NOAA hourly precipitation on magnetic tapes. A 
convenient source of rainfall and several other kinds of data that is 
available at some locations is the HISARS system (for Hydrologic Information 
Storage and Retrieval System). This data base maybe queried about its 
content, followed by retrieval of desired information. In contrast to the 
SAROAD system, this data base may only be accessed in a batch mode. A 
detailed example of use of HISARS is presented in Appendix C. It is proposed 
that the relevant batch commands would be automatically generated using 
facility F2 in response to menu-driven user queries. 

F. SUMMARY 

Requirements for the Air Force Environmental Information Network include 
the following: 

1. Menu-driven user interface 
2. Uniform query language 
3. Interface support to handle heterogenous data bases 
4. Data formatting and editing capabilities 
5. Data dictionary 'browsing capability 

Sone of the data base management systems reviewed in Section III satisfy all 
the needs of the Air Force system. Rather, it is proposed that the system 
draw upon the best features of them all, most notably CSIN. 

Models may be classified as to whether all input data are supplied 
directly by the user (Class 1) or both the user and from a separate, distinct 
data base (Class 2). The latter are further subdivided in terms of whether 
the target data base may be accessed interactively (Class 2A) or by a batch 
job (Class 2B). It is proposed that the Air Force system include interactive, 
menu-driven input of user-supplied data for all classes. This may be prepared 
in a modular fashion for each model and data base as they are included in the 
system. For interactive model and data bases that already exist, the existing 
software will be utilized, rather than engaging in an extensive redevelopment 
effort. In the case of batch-Job access, new interactive software should be 
developed to generate the appropriate commands to retrieve data. Examples of 
models and data bases of the three classes are presented. 
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The system will contain facilities for accessing various models and data 
bases, editing of data, linking of models and data bases, and execution of 
programs. These include various language translation, formatting and file 
manipulation facilities. Updates and additions to the system may easily be 
handled through updates and additions to the data dictionary, described in 
Section V. 
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SECTION V 

GENERAL DESIGN CONSIDERATIONS 

A. STRUCTURE OF THE DIRECTORY 

1. Introduction 

The directory or data dictionary provides information about the data 
(i.e., their storage and nature) as well as information about the models. The 
models may be scattered at different locations or may be stored at one 
location. The directory should contain enough information to guide the user 
to the site at which the model is stored. It should also select a model for 
the user by evaluating certain characteristics particular to a given model. 

In the extended case, the directory should be able to initiate the 
.retrieval of the model after it has been selected. The other class of 
functions that the directory performs, is to locate the data 
particular model and to guide the user to retrieve the data. 
not require data from a data base; all data are input to the 
(Class 1). In such cases, only the model identification and 
primary importance. 

required for a 
Many models do 

model by the user 
selection is of 

The actual reformatting of the data before running on a model could be 
done by a built-in program that automatically reads in the data and transfers 
them in a reformatted form suitable to run as input data for a given model. 

The directory is in the form of a combination of tables and link 
structures. This data structure can be scanned to obtain information about 
the model and dat a. 

2. Information About the Model 
~ 

There are two approaches to this problem. The first uses only 
relations; each. relation has a particular property against the model. This 
presentation is in a form that is easily readable; however, the system should 
have enough capability to conduct a relational search technique. For this, 
some type of relational language should be developed, to which the users' 
responses can be mapped. This involves an extra step. The second approach is 
to combine the features of relational tables with those of a link structure, 
thereby reducing the bookkeeping efforts of the system. 

The proposed format of the directory to aid in model selection is 
shown in Figure 4. This structure consists of an index table that holds all 
the important classes of properties under which the models are grouped. Each 
entry of the index table then points to a list of features under the general 
properties of the other table. The list varies in length, depending upon the 
number of features that exist. For example, RESIDUAL (i.e., pollutant) may 
have up to 14 features under it. 

Each of these features points to the next feature under the same class 
of properties. Once a property and a feature are identified by the user, the 
list of models corresponding to this particular feature is extracted. This 
process continues until all the relevant properties desired by the user are 

59 



(Properties) 
PROBLEH CLASS 

R.ESIDUAL 

-SOYacE 

RECEPTOR 

TERRAIN 

TIME 

.. 
. ~~. 

SCALE 

(features) 
PROPERTIES OF CLASS 

S02 

Toxic metals 

CO 

· 
· 
· Fugitive dust 

Single point: source 

. 

. 
Elevated discharge 

Point receptor 

· 
· 
· · 

Forest 

· 
· · , 

Steady-state 

· · · . 

Up to a few km. 

· 
· 
· 

MODEL NAME 

SR!, atmospheric 
ransport model .... 

EPA HIWAY, PAL ...... 
l' T!vf A. "{ , RAM ......... 
· 
· 
· 
· -. 

· · · 
· · 
· · , 

· · 
· 
· 

· · 
· 
· 

· 
· · · 

Figure 4. Structure of the Directory 

60 



exhausted. The final model will be the intersection of all the lists of 
models retrieved. 

After identifying the model to be used by the end-user, the system 
should retrieve information regarding the model. This is stored in the form 
of a relation where the key attribute (indicated with asterisk below) is the 
model name. The relation is given below: 

MODEL PROPERTIES 
NATURE (e.g., air, water ••• ) 

• *NAME (e.g., CDM ••• ) 
ID 
FLAGS (protection, integrity ••• ) 
SIZE (in blocks) 
LOCATION 
NODE NUMBER 
PARAMETERS REQD. IDAT A BASE REQD. 130TH 
STORAGE TECHNIQUE 

'In case the model requires a data base to supply data as input, an 
appropriate table containing the nature and location of. data should be 
supplied. This will be dealt with more carefully while discussing the data 
relation. 

Although the properties shown in Figure 4 are specific to air-models, 
water models can be dealt with in a similar manner and the table can then be 
integrated. The level of user interaction is not considered here; it could be 
wholly automated by mapping the model name to the relation shown above and 
extracting the model features, or the user could manually enter the model 
selected and retrieve the information about the model. 

The above relation is available for all models. Thus, its only 
function is to output a!l model characteristics, which are the different 
fields of a given tuple (row) once the model name has been determined. 

3. Information About the Storage and Use of Data 

Model search and selection have been discussed; data selection is more 
restricted than model selection because of three considerations: 

a. Some models do not require data from data bases. 

b. All models do not require data in the same form (with the 
exception of some air quality models). 

c. Some models may require data from data bases in some cases. 

All these problems have to be addressed if data retrieval is expected 
to be automated. In the manual mode, however, the user has all the 
information required for data selection and instructs the system what to 
retrieve. In any case, the user must specify certain search parameters to 
retrieve the data. 
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The following relation gives the information required to locate and 
retrieve the data base: 

DATA LOCATION 
MODEL NAME (that requires the data) - optional 
LOCATION 
ID# 
TYPE OF DATA (rain, flow, etc ••.• ) 
PROTECTION FLAGS 

Once the location of the data. is determined, the proper data selection 
is done by including more attributes in the above relation, e.g., 

PERIOD OF RECORD (e.g., 1/48 to 12/79) 
TOTAL NUMBER OF MONTHLY VALUES 

These two attributes could be appended to the table to supply adequate 
information about the data retrieval, since these values vary from query to 
query. By default, all values - or selected values - of the data base could 
be output to the user. 

A stored relation may be necessary, depending on the type of 
implementation. This relation becomes useful if the data retrieved. from the 
data base should be automatically input to the model. In this case, the 
nature of the data retrieved can be compared with the input data requirements 
of the receiving model. If the two formats (requested and retrieval) match in 
every aspect, then the transaction can proceed without any formatting; in the 
other case, the system will point out differences to the user so that he could 
make the necessary reformatting. Yet another approach is the building of a 
system routine that automatically does the reformatting without the user's 
intervention. Here the two data formats are taken as input along with the 
data, and the output is the reformatted file. 

The nature of the f'ollowing relation will contain mostly internal 
(system) information about the data: 

DATA NATURE 
NUMBER OF TUPLES - optional 
NUMBER OF FIELDS 
WIDTH OF FIELDS (offset/varying) 
MAXIMlM AND MINIMUM VALUES 
REAL/INTEGER/FLOATING 
SIGNIFICANT PLACES 

This relation will be constructed at the same time the data are being 
retrieved and reflects the nature of the data in the data file. 

4. General Directories 

Many system directories do not directly affect the user. These 
relations are essential for a network system that is interconnecting different 
users and accessing some common data base. Three are shown below: 
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USER INFORMATION 
USER ID 
PASSWORD 
USER CLASS 
JOB TITLE 
NODE NAME, II 

This relation holds general user information necessary for a multi
user system, including information required for validation of user identity. 

ACCESS 
NODE NAME, # 
LOCATION 
LOG ON 

This, together with the previous relation can automatically log-on the 
user to a particular .system. 

NODE 
NAME, I 
LIST OF MODELS/DATA 
STATUS (working, down) 

In a multinode system, this relation keeps updated information about 
the status of a particular node. Every request first cheCks this relation to 
determine if the node is active, and then verifies if the model and data still 
reside at the node before sending off a request to it. It. is important that 
this relation be kept up to date via some scheme (e.g., broadcasting). 

Several factors affect the directory design: 

a. The updating frequency for models is very low, and data bases are 
updated principally by adding more data. 

.- ... ~ .. ~ 
b. The migration of model/data to a different node is rare. 

c. Factors a. and b. favor a replicated directory scheme at-each 
/' node. ." . 

d. Only a few directories (e.g., "NODE") need regular updating and 
this may be done by broadcasting. 

e. One centralized directory may hold information about the location 
of the replicated directories. It may also examine the status of 
the nodes periodically and post this information to all nodes in 
the network. 

f. Query variation is minimal, so the relations about models/data can 
be joined into one or two large tables (as has been suggested 
here) without serious performance degradation. 
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B. DATA FORMATTING 

When programs are run on computers, data should be supplied in a 
particular order as needed by the program. Obviously, running an 
environmental model is like running a program. Hence, when running the models 
with data bases, the data should be rearranged in the form needed by the 
model. For example, if a model needs rainfall and snowfall data, the order of 
the snowfall or rainfall data to be supplied at run time is predetermined by 
the model. While all models read data in some predetermined order, some 
models may not accept free format data even though they may be in the right 
order, i.e., the data must be supplied in a particular format. In general, 
the reorganization of data, to make them suitable for a model, is called data 
formatting. 

Data formatting is madel-dependent. Two similar models could use the same 
data base, but may need the data in different formats. To perform any kind of 
automatic formatting, the format of data needed for every lIOdel should be 
maintained by the system. The format information is stored in the directory 
along with the model information. This information could be stored as: 

1. the data elements needed by the model along with the order of intent, 
or 

2. format information about each of" the above data elements. 

When a model is to be run, the system should perform both ordering and 
formatting of data. For Class 1 models (see Section IV), for which the user 

" supplies all the data, the system prompts the user for data in the order 
required by the model. No furt"her ordering of data is required. 

To facilitate formatting of data, a reformatter routine is used. The 
ordered data along with the format declaration are passed to the 
reformatter. The outpu~ of this routine will be ready-to-use data for the 
model. A single formatting routine could be used for the models. 

For other models, namely Class 2 models, for which data have to be 
retrieved from a data base, temporary files are used. The storage mode of 
data in temporary files is dependent on the source language used in creating 
the files. For example, a matrix in FORTRAN is stored in column major order, 
while a matrix created in PASCAL could be stored in a row major order. The 
system needs to be told about the order in which the data are arriving and the 
order in which a model expects them. Knowing these two, it should be able to 
perform the actual conversion. The data are then ordered and formatted using 
the information from the directory. The temporary file is then used at run 
time. 

C. MODEL - DATA BASE TRANSFERS 

A user on the Environmental Information Network has access to models and 
data bases present at all the nodes in the network. Therefore, a user could 
request a transaction that involves a model and data base residing at 
different remote sites. For such cases, either the model or the relevant data 
has to be shipped to the user's site. 
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Three strategies can be used to satisfy a user's request. (1) The model 
and data could be shipped to the user's site or an intermediate node. (2) The 
data could be shipped to the site of the model. (3) The model could be 
shipped to the site of the data. 

The choice of approach depends on many factors, such as the volume of data 
to be shipped, communication costs, response time to satisfy the request, 
etc. Only relevant data should be shipped, i.e., the data should be selected 
from the data base before being sent on the network. When the model is 
shipped, many of the utilities, like the data manipulator, will have to be 
shipped to ensure that data are supplied in a correct format for the model. 

To prevent excessive transfers on the network, 
used models could be stored at each of the sites. 
replicate the data bases at each node, most of the 
would involve data transfers •. 

D. IMPLEMENTATION ISSUES 

a -copy of the frequently 
Since it is not feasible to 
transactions on the network 

Two prototypes, MOLTIBASE and- CSIN, have accessed distributed 
heterogeneous distributed data bases. Neither of these is commercially 
available. MULT~BASE prototype implementation is scheduled to be completed by 
m1d-1984. CSIN has been partially implemented, but no definitive plans are 
available regarding full implementation. The technology of distributed data
bases is still in the experimentation stage. Nevertheless, some of the 
features of MULTIBASE and CSIN could be adap~ed to the Environmental 
Information Network. 

To provide a uniform query language across the network involves selection 
of a suitable data model. Since environmental data are ty~ically tabular in 
structure, the relational model appears to be a good choice. Implementation 
of the EIN would involve design and development of three components: 

t 

1. The host interface provides an interface between the local data base 
and the data manager. Every data base in the network has its own query/data 
manipulation language, and a schema in some data model. But all queries on 
the network are-expressed in a standard query format. Therefore, the host 
interface needs to transform the query into the host da.ta manipulation 
language. Since the host interface performs the query mapping, every type of 
data base that is connected on the network needs a corresponding host 
interface. The interface between the data manager and the host interface 
could be standardized. This would make the network easily expandable. Every 
time a new site is added in the system, only a new host interface would need 
to be designed. 

2. The data manager is responsible for query processing. Since very few 
queries in the system would involve data from more than one data base and 
since the user is required to confirm the target data base(s) for running a 
model, the data manager would send the request to the relevant host interface 
and ask the data manipulator to format the retrieved data. 

3. The imp1ementatil»n of the data dictionary has been described earlier 
in this section. 
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It is difficult to propose a suitable high-level language in developing 
the EIN. Typically, more than one language would be used. Specific languages 
may be used to implement specific functions of the network, if that language 
is ideally suited to perform that function. For example, CSIN uses LISP 
language to implement 'scripts' which would be very hard to implement in any 
other language. The language selection issue will be largely the 
implementor's choice. 

At this time, it is difficult to estimate the cost and time needed to 
develop the EIN. The cost issue involves many factors, such as the number of 
data bases to be included in the network, global processing needs, etc. The 
cost of developing a system like CSIN (about $4.5 million) is a good 
indication of the complexity of the task. It is even harder to estimate the 
time required to develop a system like EIN. The system could be built in an 
incremental way, integrating a site at a time. In this way, a running system 
linking a few sites can be operational in three to four years. 
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SECTION VI 

SUMMARY AND RECOMMENDATIONS 

A. SUMMARY 

1. Project Scope 

The Air Force is increasingly engaged in analysis of environmental 
problems of many kinds, for which it is necessary to access relevant 

• environmental computer models and data. This report analyzes the Air Force's 
general requirements and provides architectural guidelines for the design of 
an information network. This software will enable the Air Force to manage 
environmental models and data easily, and accurately. Along with models, 
data, computer hardware, system software and computing network, it will 
constitute the basis of the Air Force Environmental Model and Data Exchange 
(AFEKDEX). 

Operational environmental models and data bases have been reviewed for 
applicability for inclusion in the system, with special emphasis upon those 
related to air quality. Methods for model selection have been considered in 
detail. Existing distributed data base ma~agement systems (DDBMSs) have been 
similarly reviewed to determine the suitability of some of their features to 
the AFEMDEX. Architectural guidelines and a structure for the overall 
environmental information network have been proposed by incorporating some 
concepts present in these systems; however, the overall approach is kept as 
simple as possible. 

2. Environmental Models and Data Bases 

Environmental models may be classified according to many schemes 
(e.g., deterministic vs. stochastic, temporal and spatial properties, etc.), 
and the schemes may varY, depending on whether air quality, water quality or 
another environmental parameter is under consideration. However, some 
existing generalized schemes may be applied to the development of user
friendly, interactive software to aid in model selection. In fact, some 
interactive versions of air quality models (e.g., CDM, PTMAX) and data bases 
(e.g., SAROAD) already exist. It should be relatively easy to integrate these 
into the Air Force system. 

Although there are many air and water quality data bases, their data 
are seldom required directly for model input. Their main uses are to provide 
background data for statistical analysis, and/or model calibration and 
verification. These are very important tasks, however, and are likely to 
represent the principal uses of the system. 

Models may be classified as to whether all input data are supplied 
directly by the user (Class 1) or by both the user and a separate, distinct 
data base (Class 2). The latter may be further subdivided in terms of whether 
the target data base may be accessed interactively (Class 2A) or by a batch 
job (Class 2B). It is proposed that the Air Force system include interactive, 
menu-driven input of user-supplied data for all classes. This may be 
prepared in a modular fashion for all models and data bases as they are 
included in the system. For existing interactive models and data bases, the 
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existing software will be used, rather than engaging in an extensive 
redevelopment effort. New interactive software should be developed for batch
job access to generate the appropriate commands to retrieve data. Examples of 
models and data bases of the three classes have been presented in this report. 

3. Distributed Data Base ·Management Systems 

Five DDBMSs were reviewed for their applicability to AFEMDEX needs: 
SDD-l, R*, MULTIBASE, Distributed INGRES, and CSIN. Air Force requirements 
include: 

a. Menu-driven user interface 
b. Uniform query language 
c. Interface support to handle heterogenous data bases 
d. Data formatting and editing capabilities 
e. Data dictionary. browsing capability 

The system will contain facilities for accessing various models and data 
bases, editing of data., linking of models and data bases, and execution of 
programs. These include various language translations, formatting and file 
manipulation facilities. Updates and additions to the system must be easily 
handled through updates and additions to the data dictionary. 

None of the data base management systems reviewed completely met all 
the needs of the Air Force system. Rather, it is proposed that the system 
draw upon the best features of them all, most notably CSIN. Of the systems 
surveyed, CSIN has the closest environment and properties to that of 
AFEMDEX. However, there are many differences in the nature of data handled. 
Both CSIN and AFEMDEX transform data between heterogeneous systems. In CSIN, 
it is done in the transaction and data layers by using the component data 
interface. These interfaces are software units and make up the bulk of the 
data layer architecture. These units are tailored to a particular component 
and hence are not portable. AFEMDEX would have to be concerned about 
development of software packages that would interface these various 
heterogeneous systems onto the network. Therefore, although the CSIN approach 
may roughly coincide with that of AFEMDEX, it is not possible to directly 
transfer the CSIN system for AFEMDEX use. 

B. RECCIoIMENDATIONS FOR THE ENVIRO~NTAL INFORMATION NETWORK. 

In this report, an overall architecture has been proposed for the 
Environmental Information Network (EIN) (see Figure 3). It is a multilayer 
architecture wherein a variety of software layers will be interposed between 
the user and the data bases. They will serve the following functions: 

1. Model inquiry and selection of an appropriate model by supplying 
requirements. 

2. Selection of appropriate data base(s), if necessary, to supply data to 
the model. 

3. Facilities for query formulation, parameter gathering, text editing, 
and menu-driven collection of external data. 
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4. Data transformation between the local formats of data and the format 
desired by the user. 

5. Transformation of user requests from a given standard format into a 
specific query language at the target site. 

6. A data dictionary/directory to keep all relevant information about 
models and data bases. 

After a certain set of data bases is selected, along with an appropriate 
set of environmental models to be run using those data, the following sequence 
of actions will be necessary: 

1. Define a common data model which is adequate to describe all data 
bases. In the authors' opinion, the relational model should be 
investigated first. 

2. Define a standard query language which is powerful enough to express 
the selections/manipulation of needed data. The SQL language 
currently implemented on most relational systems should be 
investigated. 

3. Define the "host interface" for every different data base system to be 
incorporated into the EIN. 

4. Populate the dictionary with appropriate information about the models 
and the data bases. Currently, several <data dictionary packages are 
commercially available; however, considering the limited needs of the 
proposed system, a specific dictionary should be designed, in the 
format indicated in Section V-A. 

If the proposed EIN system is to be implemented by the Air Force, the next 
major task would be a detailed functional design of the system, particularly 
the data manager, data reformatter, data dictionary and the host interfaces. 
Additionally, basic research on the design of a standard query language, 
mappings among this language, and various target system languages will have to 
be carried out. 

When the EIN is established, desired environmental models and data bases 
can be included in a modular fashion as needed. The Air Force may also 
benefit from establishing their own specific data bases for frequently used 
environmental data, such as those used in several air quality models. 
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APPENDIX A 

DISTRIBUTED DATA BASE MANAGEMENT SYSTEMS 

A. INTRODUCTION 

This appendix presents a survey of five DDBMSs presented in the report. 
The systems are MULTIBASE, R*, SDD-l, distributed INGRES and CSIN. This 
discussion covers, in detail, the architectures of these systems and the 
processing of queries by the individual systems in a distributed environment. 

B. THE DISTRIBTJI'ED DATA BASE SYSTEMS 

1. The MULTIBASE System 

a. Background 

MULTIBASE is a DDBMS that provides the users integrated access to 
preexisting, heterogeneous distributed data bases (References A-I, A-2). It 
is also a software system that allows end users to query the data base in a 
common query language. Since all the component data bases are heterogeneous, 
the main goal of MULTIBASE is to provide a fast, easy and integrated 
access/retrieval system for the various heterogeneous data bases without 
changing the local data base systems or their application programs. 

MULTIBASE is a read-only data base, and updates can be done only 
where the data object is stored. Therefore, each local site maintains 
autonomy for updates. Local application programs can operate using the 
existing local interfaces. The language provided to global users by MULTIBASE 
is called DAPLEX (Reference A-3), which is a data definition and manipulation 
language for data base systems. The model used is the functional data lOOdel 
(Reference A-3). 

b. Architecture of MULTIBASE 

MULTIBASE is particularly interesting since it deals with the 
problem of integrating heterogeneous data bases. The schema architecture and 
the component architecture are the most important elements to understand in 
the overall architecture of MULTIBASE.· 

(1) Schema Architecture 

The task of providing the users with uniform data base 
management involves not only a homogenization of the various heterogeneous 
data bases, but also a resolution of data incompatibilities to produce 
integration. 

There are three levels of schemata in MULTIBASE: a global 
schema (GS) at the top, an integration schema (IS), one local schema (LS) per 
local data base at the middle level, and one local host schema (LHS) per local 
data base at the bottom level (see Figure A-I). The LHSs are the preexisting 
local schemas which may be defined by a variety of data lOOdels. The LHS is 
mapped into the LS which is defined by the functional data model. Therefore, 
the LSs are expressed in only one common data model. The IS together with the 
LSs provide the integration of the various data bases and resolves data 
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incompatibilites (scale, name, etc.) and maps them to the GS. The whole 
schema architecture can be visualized as a LHS-to-LS mapping tttat provides 
homogenity and a LS-and-IS-to-GS mapping that provides integration. All the 
schemas except the LHSs are in the DAPLEX form. 

(2) Component Architecture 

The MULTIBASE system has two types of components: a global 
data manager (GUM) and a local data base interface (LDI). The GOM handles all 
global aspects of a query. It transforms the DAPLEX global query into a set 
of DAPLEX single-site queries, each accessing only a single site. The LDI 
receives this (single-site) query and transforms it into a local language 
query. This query is executed against the DBMS and the results are 
reformatted by the LDI into a standard format for the GOM. The GOM recombines 
data from different LDIs and presents the user with a consistent result. 

Since future expansion of the network is desired, the 
interface between GUM and any LDI is standardized so that when a new DBMS is 
added to the MULTIBASE configuration, only a new interface between the host 
system and the LDI needs to be designed. 

c. Query Processing 

Query processing will be discussed in terms of the GOM and the 
LDI. The GOM has the following logical components that process the query: 
transformer, optimizer, decomposer, filter, monitor, internal DBMS, and 
translator. 

The transformet converts a global DAPLEX query that references the 
global schema into a set of queries which reference the local schema and the 
auxiliary data base schema, whose function will be described later. The 
transformer consists of techniques for resolving incompatibilities among local 
data bases through renaming, restricting, logically restructuring and 
generalizing the objects from the underlying data bases. Once the view for 
the local data base is formed, the user can query any of the data objects 
without regard to the underlying data structures or locations. 

The 'query execution strategy' is globally optimized by the 
optimizer. The optimizer's main function is to reduce the response time 
(Reference A-4). This strategy involves the combination of local processing 
and data movements. It has roughly the same function as the access planner in 
t·he R* and SDD-l systems, to be described later. 

The decomposer, as the name implies, breaks down the global DAPLEX 
query into single site queries, and the filter reduces the decomposed queries 
by removing from them operations that are not supported by the local DBMS. A 
query must be fully processed at the site to which it is sent, but certain 
operations like arithmetic operators may not be supported at that site. In 
such a case, the filter gets all the necessary additional information needed 
from the local system. The original query is modified, and this information 
is passed to the internal DBMS (defined below) which performs the arithmetic 
operations. This is done to overcome some of the deficiencies of the 
preexisting data base systems. 
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The monitor carries out the overall execution of the strategy 
developed by the optimizer until the result is finally integrated by the GDM 
for the user. 

The internal data base management system includes the auxiliary 
data base which contains necessary information to resolve incompatibilities 
and inconsistencies among data stored at different sites. The internal DBMS 
may contain (1) statistics that are used to determine which data values should 
be used in case of a conflict, (2) conversion tables for performing data 
transformation, and (3) synonyms if more than one word is used to describe a 
data object. 

Aft~r the GUM has split the query, the local data base interface 
(LOI) takes over. The relationship between the GUM and LDI is shown in 
Figure A~2. The LDI has a module called the optimizer. This module examines 
the DAPLEX query and determines a processing strategy that will speed up the 
query execution.. The translator module provides a uniform interface to all 
the data bases. This component can translate a DAPLEX query into two widely 
differing local queries depending upon the local sites involved. 

The LOIs are simple processors and not general purpose DBMSs. If 
the LDls are made more powerful by supplying them the functions absent in 
local DBMSs, then excessive data movement by the GUM can be avoided. The 
filter can be spared from performing all the extra data retrieval and internal 
query generation. 

The functional model used in MULTIBASE implies the use of 
techniques to handle generalized objects. MULTIBASE has to interface with a 
wide variety of DBMSs, some with procedural, navigational data manipulation 
languages (e.g., IMS and CODASYL) and others with high level query languages 
(e.g., INGRES and SQL/DS). Global optimization must deal with an additional 
probl~m because these systems differ greatly in the level of direct control 
over access path selection given to programmers. This forces the LDI to give 
different amounts of optiiization when dealing with different systems. 

In summary, MULTIBASE is a read-only system. There is no 
provision for synchronized read capabilities across different sites. Hence, 
global concurrency and integrity problems are reduced to the ones faced in a 
centralized data base environment. 

2. The R* System 

a. Background 

R* (Reference A-5) is a homogeneous DDBMS, in which the central 
design goal is to provide site autonomy. Each of the supported sites· has 
total control of its data and can perform local data base operations without 
the need to consult any other site. R* uses the relational data base model 
and is a project developed at IBM. It is based on System-R. The SQL language 
used in System-R is extended to deal with the various distributed features 
encountered in R*. The communication is via CICS~ an IBM software product. 
CICS delivers the correct message without duplications or replications; 
however~ there is no guarantee that the messages will ever be delivered. 
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Data are stored in tables and may be dispersed, replicated and 
partitioned horizontally or vertically. The horizontal partition could be 
based on some separation criteria. In vertical partitioning, the different 
partitions should have a few common columns to enable a one-to-one match of 
the fragmented records during reconstruction. All the accesses and 
reconstruction of tables are transparent to the end user. Another feature in 
R* is the concept of snapshots, which isa copy of relations where the data 
are consistent but not up to date. It provides a read-only facility and 
offers a static view of the required data base, saving on retrieval costs if 
these snapshots are used instead of the current relations. 

b. Architecture of R* 

At each site, the R* can be subdivided into three principal 
subsystems (Reference A-6): a transaction manager, a communication manager 
and a data base manager. ~be R* architecture is shown in FigureA-3. 

The transaction manager is responsible for committing and aborting 
a transaction. It i~.also responsible for the detection and prevention of 
deadlocks in a distributed global environment. 

The communication manager is an extension to ClCS (Reference A-7), 
and routes incoming messages to both· the transaction manager and the data base 
manager by establishing virtual· circuits. Currently, communications are done 
using SNA LU6 protocol. The virtual circuit is a half-duplex circuit in which 
the direction of message flow is controlled by the process using the 
circuit. The R* also uses datagram protocol for distributed global deadlock 
detection and to resolve transactions that failed during the commit process. 
Both these functions are time-triggered, periodic activities. 

The data base manager bas two components, research storage system 
(RSS) and relational data system (RDS). The local data base manager provides 
access to stored relatibns, concurrency control, and local recovery. These 
local recovery techniques are the same as that of System-R from which they are 
derived. The upper level of the data manager is responsible for processing 
statements in the data definition and manipulation language and is also 
responsible for sending and processing the messages used to implement 
distributed query planning and execution. 

RSS provides B-tree indexes which are stored on pages separated 
from those used for data storage. The leaf nodes are chained together and 
have key values and record identifiers which point to the data records. 

c. Query Processing 

Query processing in R* is greatly affected by the design goal of 
maintaining the maximum possible site autonomy. This led the designers to 
avoid any type of centralized supervision. Here, one node, namely the node at 
which the query originated, will assume the role as the coordinator for the 
query processing and is called the "master." All other nodes that take part 
in the processing of the query are called "apprentices" (Reference A-8). 

Due to the absence of any centralized catalog system,R* had to 
resolve ambiguities of names by mapping every user's name to internal system 
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wide names (SWN) that were unique to the entire system. A SWM has the form 

USER-NAME @ USER-SITE • OBJECT-NAME @ BIRTH-SITE 

where BIRTH-SITE is the place where the object was first created. When 
processing a query, the SQL statements at the master site are passed and their 
syntax verified; then the name referenced in the query is resolved and catalog 
data for each of the names are retrieved. At this stage, rights of the user 
to access the local data referenced by the query are checked by the RDS. Now 
the access planner constructs an overall query-processing strategy which is 
based on approximate cache information (since the cache catalog information 
about other sites may not be updated) obtained from the apprentices; this plan 
is called the 'skeleton global plan'. The plan is then broadcasted to the 
different sites involved, and each site will check the validity of the global 
plan by verifying whether or not the version number of the information used to 
generate the global plan i~ current. This verification is done by performing 
a catalog lOok-up. tn case outdated information was used, the plan is 
reconstructed by using the new version of the data. 

The °R* compiles SQL data manipulation operations into machine 
language programs called access modules. Each of the apprentices is 
responsible for compiling parts of the aCCeSS plan that are sent to them. 
Thus, portions of an access module are stored at each site involved with the 
execution of a query. These modules can be run repeatedly without incurring 
the overhead of recompiling until the module is invalidated. Invalidation can 
result if any of the access paths or authorizations used in creating the 
access module are revoked. The apprentice sites perform the same set of 
operations as the master site, e~cept that access planning is 1i~ted to local 
sites only. 

One very important feature in access planning is optimization. 
Here, the global access path selection algorithm minimizes a cost function 
which includes input/output cost, CPU cost and message cost. The evaluation 
is different from other distributed systems since it not only considers 
communication, but deals with the various CPU costs resulting from considering 
the number of pages fetched from storage. The CPU costs are affected by 
choosing the correct type of join-operator. Global access planning uses a 
breadth-first tree-search technique to explore the possible access plans. 
Different join methods, order of table accesses and access paths to each table 
are factors considered by the global access path selector. 

d. Catalog 

The catalog architecture adheres to the rule of providing site 
autonomy. All catalogs are stored in the form of tables, similar to the 
data. This facilitates the use of the same SQL statements as used on the 
data. Each site maintains a catalog of all data present there. Information 
about data frequently referenced by this site may also be stored. To aid 
performance, cache copies of catalog data from remote sites are also stored; 
however, no attempt is made to have any form of central copy of all catalog 
data at one site, and no synchronous broadcast is done to update the catalog 
replicas that are stored at each site. The cached information is not kept 
fully updated since this involves a large amount of code to perform this 
operation. Instead, a version number is tagged to each catalog entry. If a 
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plan is generated using an outdated version number, the cached information is 
updated and the plan regenerated, causing the user to wait slightly longer 
than usual for the result. 

System-wide names take the place of a centralized catalog 
system. In case the data object migrates because of reorganization, the 
catalog maintains the name of the site to which it has migrated. This 
facilitates data recovery since the user has only to access the birth site of 
the object to retrieve it. 

The greatest disadvantage in the R* catalog system is that once 4 

the birth-site of an entry is nonfunctional, the data cannot be retrieved even 
if they have migrated to another site. This, however, is not expected to 
introduce serious service degradation due to the cached information. 

The catalog architecture has to be extended for distributed 
·objects (horizontal or vertical partitioning). A distributed relation is 
represented by a tree of fragments. Only the leaves of the tree correspond to 
the stored fragments;. the inner nodes represent the distribution. Replication 
can also be represented. Maintaining a consistent distributed object catalog 
requires synchronizing catalog updates for all interior nodes at all storage 

_ sites of the distributed object. Here, there is a compromise on site 
autonomy, and it is necessary to maintain a distributed relation. Each site 
which contains a partition has -a copy of the distribution tree. 

e. Concurrency 

Concurrency control and deadlock detection is based on locking 
mechanisms. Deadlocks are detected by wait-for graphs. All transactions are 
numbered and any deadlock is broken by pulling out the youngest transaction, 
that is, the one with the largest number. Transactions use the two-phase 
commit protocol. During the generation of a plan, each site creates 
transaction save points. These reference points help the transaction to undo 
the plan up to the save point when a site rejects the plan. 

f. Reliability 

The R* logs all changes to data records (Reference A-9). Both the 
old and new values of the record are logged. When the system crashes, the 
shadow pages of the secondary memory can bring the system up to a consistent 
state. 

3. The SDD-l System 

a. Background 

SDD-l is a prototype distributed data base system developed by 
Computer Corporation of America (Reference A-lO). 

b. Architecture of SDD-l 

Logically, SDD-l comprises three virtual machines: 
module (TM), data module (DM), and a reliable network (RELNET). 
architecture is shown in Figure A-4. 
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TM provides the execution of the user transaction and also 
performs access planning, fragmentation and concurrency control. The OM 
stores the data and has work areas where data can be cached and worked upon if 
required. RELNET is the communication system for the network. RELNET allows 
a reliable delivery of messages and deals with cases of node failure or 
network partition. Its function also involves site monitoring and maintaining 
the system clock. 

c. Query Processing 

SOD-l uses a query language called "datalanguage." While 
processing a query, the data are treated in the form of 'envelopes' 
(Reference A-II). An envelope contains relational calculus type of 
expressions that maps the data base to a sub-data base. There may be more 
than one envelope for each query. The objective is to find the best 
"envelope" that reduces the search. To do this, "reducers" are employed. 

Reducers restrict the data by employing local operators like 
PROJECT, RESTRIct' and SEMIJOIN. The SEMIJOIN operator is very powerful and 
monotonically reduces the size of the data base to work with while processing 
a query. In a SEMIJOIN, the projection of one table on the join columns is 
transferred to the other table's site, and then only records from the second 
table which match one of the join keys frOm the first table are returned and 
joined, either at the first table's site or at another location. Although 
SEMIJOIN is a powerful operator to reduce data, two scans have to be performed 
on one of the tables: first to form the projection and then the join.. This 
is of no consequence if only communication costs are taken into account for 
the optimal access strategy, as in system INGRES and SOO-I. In R*, this would 
be a major disadvantage because CPU costs are also included. While performing 
multisite joins, there are many more messages transferred in the R* system 
than in SDD-l. 

The SOD-l &ransaction module's access planner tries to minimize 
the communication costs by transferring the least amount of messages over the 
communication network. The overall strategy is refined by using a hill
climbing technique that relies on finding the most cost-effective nonlocal 
SEMIJOIN and appending it to a sequential program which is made up of the 
local operators that reduce the data base. This technique is called the 
greedy algorithm since it seeks to optimize at every step without looking 
ahead. 

d. Catalog 

The SOD-l catalog is in the form of one single logical table. The 
catalog may Pe replicated or fragmented at the different sites. To improve 
performance, SOO-l also caches catalog entries. Unlike the R*, SOO-l 
maintains all the cache information up to date. This automatically implies a 
great burden of bookkeeping and global operations to invalidate caches at many 
sites. In order to locate the catalog fragments, SOO-l maintains a 'directory 
locator' data structure at each site. Reconfiguration of a catalog has global 
consequences. The degree of site autonomy is determined by the data base 
designer, as the extent of the replicated directories is varied. 
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e. Concurrency 

Transactions in 500-1 involve three steps (Reference A-12). The 
first is the read phase where the TM analyzes what part of the data base has 
to be read and instructs the UK to read the necessary data. The second is the 
compute phase where all the access planning and materialization is done. The 
output is a list of data items ready to be written into the data base. This 
is done in the third step, namely the write phase. Here, the TM broadcasts 
the results to the DMs that are to write the new data items into the data 
base. 

Transactions are grouped into predefined classes. Two 
transactions conflict only if their classes conflict. A conflict graph is 
used to determine the extent of conflict between two transactions. The graph 
helps to serialize the transactions for the technique of time-stamping. All 
data and transactions are time-stamped. The rule is that a transaction will 
never update data with a lesser time-stamp. Transactions within a class are 
serialized by a class' pipelining rule, i.e., the transactions are done in 
order of their time-stamps. To synchronize across transaction classes, SDO-l 
employs four sets of protocols. 

f. Reliability 

RELNET is essential for the reliable functioning of SDD-1 
(Reference A-13). It monitors all sites and maintains a list of all sites 
that are active. SOD-1 uses the ARPANET communicating system, which checks 
for any duplicated messages and corrects any transmission errors. During a 
site failure, a spooler mechanism records the updates for the particular 
nodes. When the node recovers; it automatically updates itself from the 
spooler. The two-phase commit protocol is used by SDO-l to ensure that the 
transaction is properly completed. 

4. The CSIN System, 

a. Background' 

The Chemical System Information Network (CSIN) is built upon 
several heterogeneous data bases so that there can be sharing of data among 
the different sites (References A-14, A-1S). The data handled by CSIN are 
widely varied; they can be bibliographic, text data, or numeric data. These 
data are shared by engineers, scientists, government agencies, academic 
institutio~s, and special interest groups. Due to the varied range of users, 
the queries will also be very different. Although the network intends to link 
different heterogeneous systems, special emphasis is on maintaining site 
autonomy. This is mandatory since different independent organizations support 
and maintain these data bases. While preserving the integrity of the 
information resources, CSIN will present its users with a uniform command 
interface. 

b. Architecture of CSIN 
~-.~. 

The basic structural architecture of CSIN is that of processing 
layers (Figure A-S). There are several layers, each insulating the higher 
layer from the .tasks of the lower layers (Reference A-16). The top two layers 
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are the local query layer and global query layer. The global query layer has 
the responsibility of decomposing the global users' queries into an efficient 
sequence of requests to the local query layer for each of the components. The 
query decomposition algorithm is similar to the one used in SDD-l. The local 
query layer transforms the queries issued by the global query layer, which is 
expressed in a subset of the relational query language, into a series of 
requests to the layer just below it, i.e., the component data layer. The 
resulting data-lists returned by the component data layer are then converted 
to relational form, and the individual data items are converted into the 
format specified by the component local data base schema. These top two 
layers are not yet implemented, so at present there is no formal high-level 
relational query language supported by CSIN. The user now generates queries 
by responding to a menu-driven interface. 

The lowest two levels are the communication layers. The lowest 
one is called the character level communication and the one above that is 
known as the III!ssage level communication. The character level communication 
defines the interface between the hardware and software available for network 
communication and the internal communication. It carries out the buffering, 
multiplexing, and demultiplexing of the character stream. This layer is 
tightly coupled with the operating system and consists mostly of device drives 
operating at the interrupt level. The message level c01llD.unication serves to 
start and maintain commun.ication between the CSIN prototype and other 
communicating processors. This layer protects the higher layer from the 
details of a packet switching line or a dial-up line. In addition to serving 
as a connection manager, it also does messag~ aggregation, buffering, and 
isolates higher layers from the overhead of character-by-character 
communication. 

Just above the communication layers is the.transaction layer. It 
deals with transactions by issuing appropriate commands, testing the results 
and returning results along with condition codes about the status of the 
transaction. Just above this layer and under the local query layer is the 
component data layer. The input and output of this layer is coaponent
specific, containing an interface called the component data interface. This 
interface supports a set of global commands and captures the common functions 
provided by the CSIN component systems. However, due to the differences 
between the component systems, this interface will vary with each system. All 
output from the component data layer will be in the form of a common data 
organization called data-lists. Each component of the data-lists will be in a 
standard network-wide format. The local query layer will later use the 
component data schema to convert these data to the appropriate relational 
format for global processing. 

c. Scripts 

Frequently repeated transactions are automated by the use of 
scripts. Scripts simplify the execution of repetitive transactions by 
speeding up its execution and making queries more reliable. The goal of 
script capability is to create a single operation that can handle all the 
steps needed to carry out common and basic routine transactions. Scripts are 
written in the form of programs and can be invoked by name. There can be 
different levels in script implementation. 
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The levels of the scripts can be distinguished by the layer they 
interface; it can be the transaction layer, the message layer, data layer, or 
local query layer. Users can also create scripts in the form of files by 
using the CSIN editor. These files are checked for syntactic and semantic 
correctness before being used on the system. Script use in the role of 
automating certain transactions is akin to that of the·transaction layer and 
the data layer, i.e., executing an operation, testing the result, transferring 
control and processing the output. To perform these operations, the script 
language used should have special properties. It should be able to recognize 
messages sent from different component systems for menu I/O and I/O 
capabili ty. 

d. Development of the System 

The preprototype system, implemented in 1979, was designed for a 
computer intelligent terminal (CIT) that automates the connection to a remote 

_ systea (Reference A-17) • After the user identifies the By.stem to which he 
desires connection the terminal is automatically logged into the remote 
system. The second feature was to assist the users in generating routine 
queries.. AterminaJ.·· inputs W query-lists " (terms used to specify on-line 
searches) to remote terminals, for condueting a search~ Using the CIT, users 
can capture data output from a remote system and store it in the form of files 
on the terminal disk. These locally stored data can be subsequently modified 
and printed. There isa general editing capability that enables users to add 
or delete from the query-list. The last feature can automatically transform 
data to be used by the query list. 

These functions, althoughbasic~ greatly improved the information 
retrieval capability of CSIN, and the average speed of retrieval was 10 to 15 
times that of the manual speed. Later, an improve,d fo~ was developed and 
called Version I Prototype. It provides three levels of use: (1) direct use, 
(2) enhanced direct use, and (3) script use. The direct use of components 
provides the users wita all the facilities of the preprototype version and 
permits complete control of the details of interacting with the remote 
systems. Here, the user should be knowledgeable of the language and 
instruction set of the remote system. With enhanced direct use, in addition 
to the services described above, the system can 'automate the sending of 
lengthy and tedious messages to remote systems, thus eliminating some user 
errors. In the script use mode, a prestored script (program) mediates between 
the user and any number of remote systems. In addition to all the 
capabilities provided by enhanced direct use, scripts can compose and send 
variable messages to remote systems and make decisions based on the response 
from remote systems. Specific scripts are planned to handle the most common 
cases of 1IIl1tisystem queries, while requiring minimum user input. 

A number of additional utility functions were specified to manage 
and edit files. All of these CSIN prototype capabilities are available to the 
user via an easy-to-use menu-oriented interface. The user can shift between 
direct-use mode and script-use mode in case he runs into trouble while using 
the direct-use mode. If he needs to return to the direct-use mode, ,he should 
log-out from the script-use mode by typing in a special character.'~ 

At present, the preprototype and Version I have almost reached 
completion. The Version II which involves the construction of the top two 
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query layers (global and local) has yet to be developed. The fate of the 
Version II Prototype will depend on the development funding granted for the 
continuation of the CSIN effort. 

5. Distributed INGRES 

a. Background 

The distributed INGRES system is being developed at the University 
of California, Berkeley (Reference A-IS). It is built atop a centralized 
INGRES system, and many of the centralized features are preserved 
(Reference A-19). 

b. Architecture Distributed INGRES 

The Distributed INGRES is an extension to the centralized INGRES, 
_ to JIaIlage data bases distributed over multiple iaachines in a computer 

network. Distributed INGRES is a homogeneous DDBMS and all the data at 
various sites should be in relational form. The DDBMS used unix to unix 
communication facility for inter-machine communication. 
all sites to be running on the UNIX system. It is also 
the DDBMS with varying amount of centralized control in 
(Reference A-IS). 

c. Query Processing 

This requires that 
possible to configure 
a single machine 

The query language used in INGRES is QUEL. The query is processed 
by decomposing a multivariable query into irredu~ble components which are 
one-variable queries (Reference A-20). It is the same method employed in the 
centralized system (References A-21, A-22). Record substitution is also done 
here; however, the problem is more complicated because an extra parameter, 

. "location of data" comes into the algorithm for deciding the best overall 
query processing strategy. 

The process of breaking the query into irreducible components is 
done at the "master" node, that is, the node where the query originated. All 
other participating nodes are known as "slaves." The whole query-spli tting 
operation can be considered as a tree, with the global query as the root. The 
operation is a sequence of "move" and "run" couaands issued by the master. 
The master, after getting the irreducible components forms a deferred update 
list, which is shuffled across the network to the appropriate slave nodes. 
The slave nodes and the" master node follow a protocol that ensures a 
consistent data base at the end of the transaction. After each slave has 
completed its job on the subqileries, the results are stored in temporary 
relations that can be transferred to the master or to some other slave for 
further processing. The master then returns the unified result to the user. 

The whole query process algorithm considers two factors: (1) the 
cost factor that involves data transfer, and (2) the parallel processing 
factor which, in turn, is a function of the maxiaua time required to process a 
subquery. 

To determine these factors the following considerations are taken 
into account in the design: 
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(1) model of the query (semantics and structures), 

(2) location of the fragments and the cardinalities of the 
relations involved, and 

(3) network type, e.g., point to point or broadcast. 

d. Catalog 

The CSIN designers assumed infrequent system updates, so the 
directory is replicated at every node. This makes retrieval very jast, but 
updates become costly and time-consuming. The INGRES directory is implemented 
as a set of eight relations, six of which are common to the centralized INGRES 
system. The directories contain local and global relations. The global 
relations are replicated at all sites, while the local relations are stored at 
only one site. T.he index relation (one of the .eight) is a local relation; if 

o. _ it is required by0 other.aites, this information is. sent to. them and is valid 
for a specific length of time ,after which it becomes void. The deSigners, 
however, have not dealt with. the problem of using outdated directories for 
query processing.· 

e. Concurrency 

Each individual machine has its own concurre'ncy controller which 
is almost identical to the one used in the centralized system (References A-23, 
A-24, ~25). Here, all locking 1s done locally, thus, site autonomy exists 
for locking of data. However, due to the unpredictability of the data 
retrieval pattern in a distributed environment, deadlocks will occur. The 
problem is complicated further by the retrieval strategy employed by INGRES. 
In a read-only transaction, the data are retrieved at the local site if a copy 
of the data is present locally. Otherwise the primary copy, stored at some 
other remote site is retrieved. For updates, the primary copy alone is 
accessed. This variation between global and local access methods has a great 
effect on ordering the transactions. Since local locking is employed, 
deadlock prevention is impossible. To overcome this, a centralized control 
detects the deadlock and breaks it. This is done by a special machine 
function called SNOOP which detects global deadlock by means of a wait-for 
graph. 

A deadlock is detected if a cycle exists in a wait-for graph. In 
case SNOOP crashes, special software automatically configures another machine 
as SNOOP. The atomic transaction (action which when performed does not make 
the data base inconsistent) is defined as a QUEL statement. 

f. Reliability 

There is a two-phase commit protocol to ensure a consistent data 
base in case of system failures. The master has a commit point at which it 
sets a commit flag; if a failure occurs before this point then the whole 
transaction is reset. However, if a fault occurs after this point the data 
base is updated. If the node to receive the commit message has crashed, then 
the message is queued for the down node, which updates itself when it 
recovers. The sender of the message relies on a time-out strategy to decide 
if a node is alive; if no message is returned then the node is presumed to 
have cr as hed. 

88 



Every node maintains an "up1ist" of all the nodes that are 
functioning in the system. The primary copy of data is the one stored at a 
site that has the lowest position in the "uplist." This uplist maintains a 
certain ordering of the nodes that it contains. In case a node fails, the 
up1ist is updated and the query strategy is regenerated with the new version 
of the uplist and a new primary copy. In the event of a network partition, 
there will be two uplists. This creates a serious problem because two primary 
copies will exist for most of the stored data, and updating them will 
permanently corrupt the data. To avoid this, the primary copy is assigned to 
be on the side of the network that has the maximum number of copies of data. 
This is done by a simple counting of the copies on each side of the network. 
All nodes on the side of the network without primary copy cannot update their 
data. To implement this scheme, a very important point must be considered. 
The system must distinguish between a site failure and a network partition. 
In the former case, the uplists can be reconfigured and the primary copy 
determined and updated. In the latter case, de-termining the prill8.rycopy is 

-not so straightforward and- .. y corrupt the data if _ an improper primary copy is 
updated. 
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APPENDIX B 

EXAMPLE USE OF SAROAD INTERACTIVE-ORIENTED DATA BASE 

A. INTRODUCTION 

The Storage and Retrieval of Aerometric Data (SAROAD) file contains air 
quality data from throughout the United States and is maintained by the 
Environmental Protection Agency in Research Triangle Park, North Carolina. 
SAROAD may be viewed as a complete system which is divided into two major 
subsystems: (1) the ~AROAD site file with its associated information, and (2) 
the SAROAD air quality data, consisting of several varieties. The following 
discussion is derived from ~he SAROAD User's Manual (Reference B-1). 

B. SAROAD FILES 

The SAROAD site file contains descriptive information on the sampling 
site. This information includes the address, latitude, longitude, and 
elevation of the sampling device. Data for approximately 15000 sites are 
stored in the SAROAD site file. 

The SAROAD air quality data consist of ambient air quality and 
meteorological data collected at monitoring sites. Included in this file are: 

1. Raw data less than 24 hours. A report from this file lists the hourly 
observations of pollutant concentrations in 24 columns, one line per 
day, one month pet page (see Table B-1). Below the row for the last 
day of the month are three other rows, one for the average values for 
each hour, one for the number of observations made at each hour 
throughout the month, and one for the maximum value occurring at each 
hour •. In the lower right-hand corner are the average values for the 
entire month, the total number of observations for the month, and the 
maximum value 'that occurred in the month. 

2. Meteorological raw data. This report contains meteorological data 
such as wind speed (see Table B-2). 

3. Year frequency distribution report. This report lists the site 
description and summary information for the data (see Table B-3). The 
site description gives the geographical information necessary to 
locate the site and is separated from the data by a data heading. 
Below the data heading, the codes and names are given for the 
pollutant, the sampling and analysis methods, the sampling interval, 
and the standard units in which the data are printed. The data items 
include: the year of the data; the percent of observations for 
continuous data; the number of observations; the number of primary and 
secondary violations of the NAAQSs (National Ambient Air Quality 
Standard); the minimum detectable for the sampling method; the 
minimum, maximum and second maximum observations; the 10, 30, 5'0, 70, 
90, 95, and 99 percentiles; the arithmetic mean; the geometric mean; 
and the geometric standard deviation. 

4. Quarterly frequency distribution report. This report contains 
quarterly summary information for the data (see Table B-4). The 
format is the same as for the yearly frequency distribution report. 

92 



.0 
W 

nAY at, 1911 
nAr 19, 1931 DATI .ISE VERSIon 

DAY 

01 
oa 
OJ 
Oq 
05 

06 
01 
01 
09 
10 

II 
II 
U 
Iq 
15 

16 
11 
II 
19 
20 

I I 
zz 
U 
Iq 
25 

u 
n 
II 
n 
]0 

]1 

OI-HOUl DATA LISTING 

u 
· I 

1.0 
i. a 

• J 
1.1 

, 
•• 1.0 

1.1 
.0 
.7 

5.0 1.5 
1.1 .1 

· I .0 
.5 .5 
.5 .5 

.1 
1.5 
1.5 

· I .. 
.6 

•• .1 
· J 

I. a 

1.5 
1.1 
3.1 
1.7 

.5 

.5 

.5 
· ] 
.5 
.7 

.7 
II 

.. 

.7 

.7 

.9 

.1 

· , ... 
. 5 
.0 
.1 

· I 
1.0 
].5 
1.5 
.5 

.0 
· ] 
.0 
.5 
.7 

.7 
I 

a 
•• .1 

1.0 
.0 

1.0 

J 

•• .. 
1.0 

.0 

.6 

1.5 6.0 
.5 .5 
.1 . I 
.3 .0 
.5 .• 

.1 

.7 

.5 

.7 

.1 

.6 

. ] 

.7 

.3 

.1 

. , 
I.a 
I.' 
1.5 

.5 

.0 

.1 

.0 

.5 

.7 

.7 
I 

.1 

.7 

.5 

.7 

.0 

.6 

.3 
· ] 
· a 
.6 

· I 
1.0 
I.. 
1.5 
.5 

· a 
· J 
.0 
.5 
.7 

.7 
3 

q 
.7 
· , 
.1 
.0 
.6 

a.o 
.5 
.0 
.5 
· ] 
· I 
.6 
.5 
.6 
· ] 
• 6 ... 
.3 
.1 
.6 

1.0 
.9 

1.1 
1.5 

.5 

.0 
· ] 
.0 
.5 
.7 

.7 

• 
AVO' 1.0 .9 .9 .7 .6 
NO 31 ]1 31 31 31 
nAX 5.0 7.5 1.5 6.0 2.0 

TABLE B-1. RAW DATA LESS THAN 24 HOUR REPORT 

NATIONAL AEROMETRIC DATA DAN~ 

EnVIRO"ME"TAL PIOTECTIOH AGE"CI 

CARBON nO"OXIDE 
qZ10111 

CO"","TRA TIOIl IN PIIITS PER nILLIon 
I"STRUl1E"TAL "O"DISPEISIVE I"FRA-IED 

an 
5 
.7 
. , 

1.0 
.0 
.6 

1.5 
.5 
.0 
.0 
.7 

.1 

.7 

.6 

.6 

.7 

.6 

.5 

.6 

.0 

.6 

1.5 
1.0 
1.6 
1.5 
.5 

.0 

.5 

.0 

.5 

.7 

.7 
5 

6 7 I 
.7 .7 .7 

1.5 I.J 1.0 
1.7 1.5 •. 7 

.7 1.5 1.6 

.1 1.7 3.0 

1.8 
1.0 

.5 

.5 
1.5 

1.1 
1.5 
Z.O 
1.7 
1.0 

.9 
1.5 
La 
.5 

1.5 

1.0 
1.7 
1.7 
Z. I 
1.5 

1.5 
1.5 
.5 
.5 

1.0 

1.5 
6 

3.0 
.1 
.7 
.7 

1.0 

1.5 
I.. 
3.0 
].5 

.7 .. 
1.5 
I. .. 
.5 

].5 

a.1 
1.7 
1.7 
1.7 
1.5 

1.5 
1.5 
.5 
.5 
.1 

1.5 
7 

1.5 
. I 
.5 
.5 

1.1 

I. I 
1.1 
~.5 

1.5 
.6 

.7 
1.'1 
1.'1 

.5 
•. 6 

3.5 
1.6 
1.7 
Z.5 
1.9 

2.1 
1.1 
.5 
.5 
.7 

1.1 

• 
.6 1. 3 
31 31 

I.'; 2.5 

1.6 1.7 
31 11 

3.5 ".6 

9 10 
.7 .1 

1.5 I.] 
2.5 
I. I a.1 
1.5 1.1 

1.1 
.1 
.5 
.5 

1.1 

I .• 
1.5 
a.2 
2. I 

.7 

.1 
1.1 
2.0 

.7 
].Z 

1.6 
1.5 
1.6 
2.5 
1.2 

1.9 
.7 
.5 
.5 
.1 

.1 
9 

1.0 
.0 
.5 
.7 

1.3 

2.] 
1.0 
2.0 
2.1 

.1 

.1 
1.5 
2. I 

.5 
2.5 

1.1 
1.1 
1.6 
2.7 

. I 

I.q 
.5 
.5 
.5 
.1 

.1 
10 

" .7 
1.5 
I.. 
1.1 
1.5 

1.1 
.0 
.6 
.1 

1.1 

1.7 
1.0 
1.0 
1.6 

.1 

.7 

.9 
1.0 

.5 
1.6 

1.9 
1.1 
1.7 
I. I 

.7 

1.5 .. 
.7 
.5 
.1 

.7 

" 
I. .. 1.1 1.2 

31 )0 1I 
3.2 2.7 z.u 

U I 
.7 .7 

I. 5 1.5 
1.6 1.6 

.9 1.0 
I. I I. .. 

a.o 
.0 
.7 
.7 
.1 

a. I 
1.1 
1.0 
1.0 

.7 

.7 
1.1 
1.9 
.1 

1.1 

1.5 
1.3 
1.5 
a.s 

.7 

1.'1 
.1 

1.5 
.5 
.7 .. 

12 

1.0 
.0 
.5 
.7 
.9 

I. I 
1.0 
1.0 
].0 

.7 

.5 .. 
I." 

.2 
a.o 

.9 
1.2 
1.6 
Z.Z 

.8 

I.q 
.J 
.7 
.6 
.1 

.5 

I 1 
.9 . I 

t.!i 1.5 
I.~ ~ .• 
1.5 1.6 
1.7 2.0 

1.1 .. 
.6 
.7 

1.1 

1.7 
1.0 
a.a 
5.0 

.1 

.9 
I.Z 
Z.5 

.2 
I.] 

1.0 
1.6 
2.0 
%.7 .. 
1.6 

.7 

.7 

.6 

.7 

.6 
2 

1.0 
.5 
.7 
.7 

1.0 

5.0 
1.5 
1.5 
1.7 

.8 

.7 

.9 
2.] 
I.~ 

".1 

1.8 
1.5 
Z.O 
2.' 
1.7 

1.5 
.5 

1.5 
.6 
.7 

1.5 
] 

• ., 
1.5 
1.0 
2.0 
1.7 

~.O 

.5 

.5 

.7 
1.6 

••• 
2.0 
1.5 
1.5 

.7 

.7 
1.1 
1.5 
2.0 
].0 

La 
1.5 
La 
3.5 
1.7 

2.5 
],0 

.1 

.6 

.7 

.7 .. 
I.Z 1.1 I. .. I.a 1.9 
]I 11 11 ]I 11 

3.0 3.0 5.0 5.0 4.0 

01110 
TOLEDO 

PAGE 
SELECT CUD 

"0 I FIRE STATIO" 545 " HURO" 
( ]6660000711091 
J1EPORTIIIG ORG' 
"All 1977 

pn 
5 6 7 
.• .9 1.0 

1.5 1.5 1.5 
].5 1.5 I.] 

2.5 1.7 1.1 
5.0 1.5 '.0 

_.0 
1.0 
.5 
. ] 

I.] 

_.5 
Z.5 
1.0 
1.8 
.5 

.q 
I.. 
4.0 
1.6 
1.0 

1.9 
1.5 
1.6 
].5 
1.5 

1.7 
1.5 

.6 

.6 

.7 

.7 
5 

1.9 
]I 

5.0 

1.5 
.5 
.5 
.5 
.7 

1.7 
I.. 
1.5 .. 

.5 

.0 

.6 
1.5 
1.0 
1.5 

1.7 
1.0 
1.5 
Z.O 

.5 

.5 
1.5 
.5 
.6 
.1 

.0 
6 

1.7 
.0 
.1 
.5 
.7 

1.7 
1.5 
1.0 
1.1 
· ] 
· ] 

1.3 
1.1 

.7 

.1 

1.5 
1.7 
1.1 
1.5 

· ] 

.2 
1.0 

.6 

.6 

.7 

.0 
7 

1.1 1.1 
31 31 

2.5 4.0 

8 
1.0 
1.5 
.7 

1.4 
1.7 

1.5 
.0 
.0 
· a 
.7 

1.5 
1.0 

.9 
· I 
.2 

· .. 
1.2 

• 3 
.7 

I. a 

1.3 
2.5 
1.5 
1.0 

· a 

.0 

.7 

.5 
• G 
.1 

· a 
o 

· a 
31 

z . ~ 

9 
I. a 
1.5 

.6 
1.5 
1.5 

1.5 
· a 
· z 
· ] 
.6 

1.5 
.7 
.6 
.7 
.] 

.7 

.9 

.5 

.6 
1.0 

1.2 
2.7 
1.7 

.5 

.0 

.2 

.7 

.5 

:) 
.0 
9 

.a 
11 

2.7 

DAILY 
nEAlI "0. 

10 II 
1.2 1.5 .1 Zq 
1.~ 1.5 I.J Z~ 

.7 .5 1.7 13 
1.5 1.5 1.2 24 
1.5 q.O 1.9 24 

1.5 
.1 
.5 
.6 
.6 

1.5 
1.5 

.7 

.5 

.7 

1.5 
.4 
.6 

1.5 
1.0 

I.Z 
".0 
1.7 
I. a 
.5 

.5 

.7 

.6 

.7 

.7 

.0 
10 

1.5 
.5 
.5 
.6 .. 

1.1 
1.5 

.9 

.6 

.7 

1.1 
.6 
.5 

1.2 
1.3 

1.2 
•• 0 
1.7 

.5 

.5 

.5 

.7 

.6 

.7 

.7 

.0 
II 

1.0 
.4 
.4 
.5 
.9 

1.9 
I.] 

1.7 
I.. 

.5 

.7 

.9 
1.5 

.6 
1.8 

1.6 
I.. 
1.9 
1.0 

.1 

.9 

.9 

.5 

.6 

.7 

.1 

1.1 1.1 1.2 

Z" 
24 
Z4 
Z4 
Zq 

24 
Z4 
24 
24 
24 

24 
24 
2 .. 
Z4 
2'1 

14 
2'1 
24 
24 
2'1 

Z'I 
2 'I 
24 
2 'I 
24 

24 

11 11 143 
".0 ".0 '.5 



TABLE B-2. METEOROLOGICAL RAW DATA REPORT 

RUH DATE' APR 09. 1911 HATIOHAL AEIonETRIC DATA IAIIC PAGE' 
nOIlTHLY nETEOROLOGICAL DATA REPORT 

rOR '/AII 1971 

;SITECODE' 0'2380001 LOCATIOH' nOBILE .. ATITUDE· lO D. q3 n. II S. II 
AGEIIC~'~KCJLCT' Gal COUIITY 12qOf)' nOOlLE CO 'ONGITUDE' oao D. 03 n. lZ 5. II 
AGEIICY TYFE' COUIITY SITE ADDR' IIKIG TRAIIsnlTTIHG SITE TELEGRAPH lOAD UTn ZOllE' \6 
CITY .0.UL'1101l' t90.l"l'. STATIOII TYPE 111)' CEHTER CITY - IIIDU5TIIAL UTn 1I0ITHIIiG' 3398870 
ARCR 'OPUUI'IOIII 1.100.'''' ARCI (005): nOllLE-PENSACOLA-PAKAnA CITY-SOUTIIERII nlSSISSIPPI 'Tn EISTI1I6' 00190610 
Era-'EGlOII: I, 5nSA (5160)' 1I01rLE. aUBlna E'EVITIOII AIOVE GROUIID' 010 n. 
~UP~ORTIIIO AGEIICY' nOllLE COUKTY 10ARD or HEALTII ELEvaTIoH ABOVE /lSL' 001' rT. 
connEll'S' SAIIPLEIS Oil PLATFORn rOR U"IrORn IIlliD DISTRIBUTION NEAR DIrr. GilT' IIEST 06 HOURS 

HEAVILY IIIDUSTRIALIZED AIEA 

PARAn1:TERI 111110 SPEED nETHOO' IHSTRunEIITIL UKITS- nILES'"OUR 

---------- SPOT IIEllitHO 

TInt 
...... * Hun 

DU 00 01 OJ tl 0'1 05 06 07 01 09 10 11 12 1l n 15 16 17 II " 20 Z I zz 23 nEAn ODS ... 
>.0 01 1.0 1.0 ].5 q.5 5.0 '.0 ".0 ".0 If.O ".5 ".0 ".5 ".5 5.0 ".0 ".0 ".0 1f.0 ".0 '.0 '.0 3.5 1.5 1.5 q.O 1 .. 
~ OZ ].0 !..5 1.0 q.a 3.5 ".0 ".0 3.5 q.o 3.5 ".0 ".0 ".0 3.5 ].5 3.5 1.5 1.5 3.0 1.0 .0 2.5 .0 2.0 3.~ Zq 

0] 1.0 1.5 1.5 Z.O 2.5 ].0 ].0 Z.O 1.0 ].5 ].0 1.0 2.0 1.0 Z.O 1.5 2.0 Z.O . a .0 .0 .0 .0 .0 1.7 Zq 
0" .0 .0 1.5 1.5 .0 Z.O 1.0 1.5 1.5 1.5 1.0 1.0 1.0 1.0 2.0 Z.O 1.0 3.0 ].0 ".0 1.0 2.0 ],0 ].0 Z ... Z .. 
05 I.e .:.0 3.0 3.0 .0 .0 .0 Z.O 2.0 1.0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .7 z .. · 
06 .0 .0 .0 .0 1.0 q.o 1.0 Z.5 3.5 3.5 ".0 3.5 3.5 1.5 ".0 5.0 5.0 '1.0 ".0 ".0 ".0 ".0 ".0 .0 3.0 ZII 
07 1.5 I .5 ".5 3.5 3.U 3.0 1.5 1.0 ".0 1.0 1.0 3.0 2.5 2.5 Z.5 1.5 1.0 1.0 1.0 .0 .0 1.0 ".0 1.0 1.0 Z'I 
oe l.~ t,.O 1.0 ".0 ".0 q.o ".0 ".5 6.0 5.0 5.0 5.0 5.5 5.0 5.' 5.0 5.0 5.0 ".0 ".0 ".0 ".0 ".5 11 
n ".0 1.0 1.0 1.5 ".0 ".0 1.0 ".D ".0 ".0 1.5 1.5 ".0 q.o ".0 ".0 ".0 ".0 ~ .. 1.5 3.5 1.0 1.0 1.0 3.7 2'1 
10 ].0 .0 1.0 1.0 3.0 1.5 1.0 2.5 3.0 3.0 1.0 3.0 3.0 ].0 3.0 1.0 ),0 3.0 1.0 1.5 3.0 3.0 1.0 2.0 2.1 Zq 
11 1.0 1.5 Z.5 Z.O 3.0 3.0 ] .. ".0 q.o 5.0 5.0 5.0 5.0 '1.0 q.o q.o 3.5 1.5 ".0 ".0 If.O ".0 5.0 5.0 3.' ZIf 
II 5.0 5.0 5.0 5.0 ".0 ".0 q.o ".0 5.0 5.0 '1.0 ... 0 q.o ".0 ".0 1.5 3.0 Z.O Z.O Z.O 1.5 1.0 1.0 1.5 3.5 2 " 
13 1.5 1.5 .0 1.5 1.0 1.5 1.5 z.a 2.0 Z.O z.O Z.O Z.O 1.0 1.0 1.0 1.0 1.0 1.0 1.0 .0 .0 .0 .0 1.1 Z'I 

I" .0 .0 .0 .0 .0 .0 .. .0 .0 .0 3.0 1.0 z.o 1.5 1.5 1.5 1.5 .0 .0 .0 .0 .0 .0 .0 . , Z" 
15 .0 .0 .0 .0 1.5 1.0 3.0 1.0 ".0 ".0 ".0 1.5 1.5 3.0 Z.O Z.O .0 .0 .0 .0 .0 .0 .0 .0 1.5 Z'I 
16 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 Z.~ 2.5 Z.O 1.5 1.5 1.0 .0 .0 .0 .0 .0 .0 .0 .0 .5 Z'I 
17 . a .0 .0 .0 .0 .0 1.5 .0 .0 .0 1.0 Z.O 3.0 1.5 3.0 3.0 . 1.0 3.0 1.0 1.0 Z.O 1.0 .0 1.0 1.1 Z'l 
18 .0 .0 .0 .0 .0 .0 .0 .0 .0 Z.O 1.0 Z.O 1.5 1.5 1.5 1.5 1.0 1:5 1.5 1.0 Z.O 3.0 1.0 1.0 1.2 Z" 
19 a.5 2.0 1.5 Z.O .0 Z.O Z.O 1.0 3.0 ".0 1.0 1.0 1.0 1.0 3.0 1.0 .0 .0 .0 .0 .0 .0 .0 .0 1.1 Z .. 
10 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 . 1.5 3.0 1.0' ].0 1.5 Z.5 Z.5 1.5 3.0 3.0 3.0 ".0 ".0 1.6 Z'I 
21 1.5 ".0 ".0 ".0 5.0 6.0 '.0 6.0 5.0 ".5 ".0 5.0 ),0 1.0 Z.O 3.0 3.0 Z.O Z.O 2.0 Z.O 2.0 2.0 1.0 3.5 l~ 

U 1.0 1.0 .0 .0 .0 .0 .0 .0 Z.O Z.O ].0 3.0 ],0 3.0 ].0 Z.5 1.0 1.5 1.0 .0 .0 .0 .0 .0 1.% Z" 
U .0 .0 .0 .0 .0 .0 .0 l.5 1.0 ".0 1.0 1.0 1.0 1.0 2.0 Z.O .0 .0 .0 .0 .0 .0 1.0 ],0 I.q Z~ , .. 1.5 ".0 ".0 ... 0 3.0 3.0 1.5 3.0 3.0 3.0 3.0 3.0 1.0 3.0 3.0 1.0 3.0 2.0 1.~ .0 .0 .0 .0 .0 2. 'I 2~ 

Z5 .0 .0 • 0 .0 .0 .0 .. 2.0 ),0 1.0 %.0 2.5 1.0 1.0 2.0 Z.O 2.0 1.5 2.0 Z.O 3.0 1.0 3.5 ".0 1.9 Z~ 

Z6 ~.O ".0 1.0 1.0 1.0 Z.O 1.0 1.5 1.5 1.0 ~.O 5.0 _.0 1.5 1.5 3.0 1.0 Z.O 1.5 1.5 2.0 Z.O Z.O .0 2.6 Z~ 

Z7 .0 .0 .0 . 0 .0 .0 .. .0 1.0 3.0 z.5 Z.O 2.0 1.0 1.0 Z.O Z.O Z.O 1.5 Z.O Z.O 2.5 I.Z 2Z 
18 1.0 2.0 1.0 .0 .0 1.0 1.0 3.5 ".0 .0 1.5 1.5 3.5 3.5 3.S 1.5 1.5 1.5 1.0 3.0 1.0 1.S 3.5 1.0 z.a Zq 
Z9 ] .. 3.5 1.5 1.S 3.5 1.5 1.0 1.5 1.0 3.0 1.0 3.0 1.0 3.0 1.5 1.5 Z.O 2.0 2.0 1.0 .0 .0 .0 .0 z.q 2', 
]0 .0 .0 .0 .0 .0 .0 1.0 1.0 2.0 Z.O 1.0 2.0.; I.ra 1.0 3.0 1.5 1.0 .0 1.5 1.5 I.!j 1.5 .0 .0 1.1 Z'I 
31 .0 .0 .0 .0 .0 .0 .0 1.5 1.5 1.5 .0 1.0 2.5 1.0 1.0 1.0 3.0 3.5 1.5 1.5 ".0 ~.O Z.5 1.0 1.9 Z'I 

111" .0 .0 .0 .0 .0 .0 . a .0 .0 .0 .0 .0 .0 .0 .0 . a .0 .0 .0 .0 • '1 .0 .0 .0 
n1.X 5.0 5.0 5.0 5.0 5.0 6.0 6 .• 6.0 6.0 5.0 5.0 5.0 5.0 5.0 5.!» ~.O 5.0 5.0 5.0 5.0 .... ) q.D 5.0 5.0 
AVO 1.7 1.1 1.7 I. ./ 1.6 2.0 z. I 1.~ 1.7 z.a 2.9 3.1 1.0 z.a 2.1 Z.' t.' Z.1 Z.O 1.8 1.1 1.1 La 1.7 

01:: 11 '1 31 31 11 ]I ]1 ]I ] I 1 I ]I 29 Z9 11 31 . 11 ] I 11 31 31 J 1 ]I J1 ]I 



\0 
\J1 

TABLE B-3. YEARLY FREQUENCY DISTRIBUTION REPORT 

05-11-11 

$ITECODE' 410300005FOI 
AGENCY/PROJECT' FOI 
AGEnCY TYPE' STAtE 
CITY POPULATION' 179,111 
ARCR POPULATION' ~.'45,110 
EPA-REGIOn' I 
SUPPORTING AOENCY' RHODE ISLAND 
conMENTS' PROYIDENCE STATION. 

NAtIONAL A£lonEtllC DAtA lANK 
YEARLY rlE2UENcr DISTRIIUTION 

stAtE (~I" I"ODE ISLA"D 

LOCAtION' PROYIDENCE 
COUNTY·C01ZO" PROVIDEHCE CO 
SItE ADDR' STATE OFFICE IUILDINO 
STATIon TYPE I II" CENTER CITY - INDUSTIIAL 
ARCR ,'ZO,' MEtRO.OLITAN PROVIDENCE 
5MSA 1'4101' paOVIDENCE-PA~TUCKEt-WA.~ICK. 1.1.-nISS 

DEPARTMENt or HEALtN 

POLLUtAHT HAME 
POLLUTANT-nETHOD-INTEIYAL-UHITS CODE 

HETHOD or COLLECTION IND ANALYSIS 

REP X I IEXCURSIONS MIH 
YR ORO OIS ·OIS PRI SEC DETEC 

PARTICULATE 
11101-91-7-0 I 
13 51 0 0 1. 
7" 4 I 0 I 1. 
15 5 .. 0 0 1. 
76 50 0 0 I. 

caliON nONOXIDE 
qllOl-II-I-05 
71 '17 "116 0 0 0.6 

CARlON MONOXIDE 
qZI01-II-Z-05 
7J qUI 0 a 0.6 

SULFUR DIOXIDE 
QaQOI-II-I-OI 
73 85 7471 0 0 16. 
7'1 , .. 7349 0 a 16. 
75 , .. lin 0 a 16. 

SULFUR DIOXIDE 
QZ40l-II-X-01 
n· '960 I 0 Z6. 
7Q 7111 I 0 Z6. 
75 a 117 0 0 16. 

HIN 
015 

II. 
u. 
U. 
17 . 

0.1 

0.6 

13. 
ll. 
13. 

Il. 
Il. 
I] . 

'ElCENtlLES 
10 10 50 70 90 '5 

HI-VOL GRAVIMETRIC 

ll. .u. 4'. 6 •. 107. 1l0. 
n. 51. 61. II. 10 J. nl. 
15. 41. 57. 67 . 97. 101. 
17. 47. 51. , ... IS. 117. 

INSTRUMENTAL NONDISPERSIVE INF.A-IED 

0.6 1.1 1.7 I.' •. 0 5.1 

INSTlUHENTAL NOHDISPE.SIVE IH'.I-IED 

0.9 1." 1.0 1.7 l.9 11.7 

IHSTRunENTAL WEST-aIEKE COLORIMETRIC 

ll. 19. 66. IU. 116. 211. 
ll. ll. 19. H. 170. 14Z. 
Il. QS. 10. lO •• 161. IU. 

INSTRunEHTaL NESt-OaEVoE COLORIMETRIC 

21. 53. 71. 115. 195. ZIf'. 
IQ. 26. Q". 77. 150. II!. 
]4. 61. 16. 106. ISO. 167. 
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Ill. 
157. 
Ill. 
121. 

6.' 

6.1 

sa.. 
1106. 
Ill. 

1f0 1. 
lU. 
195. 

PAGE ~I-OOOI 

LATITUDE' 41 D. 49 n. 54 S. N 
LOnGItUDE' 71 D. 14 H. 56 s. W 
UtM ZonE' 19 
UTM nO~THING' 4613700 
UTn EASTInG' 00299400 
ELEVATIon ABOVE GROUnD' 050 Ft. 
ELEYATIOH AaOVE nSL' 0100 FT. 
DIFF. GMT' WEST 05 HOURS 

INTUVAL 

nAX 2HD 
015 MAX 

I.-HOUR 

Ill. 1l7. 
157. ISS. 
111. 114. 
IU. UO. 

I-HOUI 

19.6 11.' 

I-Nil-AVa 

,. I 1.1 

I-HOUII 

956. 956. 
9U. 939. 
1117 • ]90. 

JII-HR-AYG 

nlf. 511. 

""'. 158. 
Ul. ZOlf. 

STAHDARD UHITS 

ARIT GEOM 
IIEAII nEAn 

GEOM 
STD DEY 

UG/CU METER 125 CI 

51. 52. 1.6 
70. 63. 1.6 
60. 57. I.1f 
60. 56. I.~ 

nG/cu METEI 115 C) 

Z.l- I. 9- 1.90" 

HG/CU HETER IZS C, 

UG/CU nETER lIS C) 

91. 59. 2.9 
'I. 11. Z.9 
1'.- 65." 2.3" 

UG/CU METE. 115 C) 

-0- DEHOTES A VALUE DERIVED FRon DATa WllIelt DO NOT nEET saROAD SUHMA.IZATION CRITElla or oaRPS OUIDELIH£ I.l-ij~O, VOL 1, SEC a.l.O 
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TABLE B-4. QUARTERLY FREQUENCY DISTRIBUTION REPORT 

\05-11-11 
b 

'.".1 

'~~ITECODE' ~10100005FOI 
AGEnCY'PRO~ECT' '01 

'aGEnCY TYP~' STATE 
CITY POPULATIon' 179,111 
IOCR POPULATIOH' 1.6~5.1'0 
EPA-REGIOn' I 
SUPPORTInG AGEnCY' RHODE ISLA NO 
COnnE"TS' PROVIDEnCE STATIOH I 

NITIOHAL AERonETIIC DATA IAHK 
IUAATERLY 'REQUENCY DISTRIBUTIOn 

STATE (~I" RHODE ISLAnD 

LOCATION' PROVIDENCE 
COUNTY (OlZO)' 'ROVIDENCE CO 
SITE ADDR' STATE O'FICE BUILDING 
STATIO" TYPE (II)' CE"TER CITY - IHDUSTRIAL 
AOCR (110)' nETROPOLITAN PROVIDENCE 
snSA (6~10)' 'IOVIDENCE-PAWTUCKET-WARWICK. I.I.-nASS 

DEPARTnEnT or nEALTH 

'AGE ~I-OOOI 

LATITUDE' ~1 D. ~, n. 5~ s. N 
LO"GITUDE' 71 D. I~ n. 56 s. W 
UTn ZONE' 19 
UTn NORrHIHG' ~6])700 

UTn EASrING' 00Z99QOO 
ELEVATIO" ABOVE GROUHD' 050 ,r. 
ELEVArION ABOVE nSL' 0100 FT. 
DI,r. GnT' WEST 05 HOUIS 

----------------------~------------------------------------------------------------------------------
'OLLUTAHT "AnE nEt NOD or COLLECtION AnD INA LYSIS InTERVAL STA"DARD unITS 
POLLUTAnT-nETHOD-InTERVAL-U"ItS CODE 

lE, lC I EXCURSIons nIn nln PERCENTILES nAX IND lRIT OEon GEOn 
'I-Ot OIlG OBS OBS PII SEC DEtEC OIS If 10 50 70 90 95 99 OIS nAX nEAN nEAn STD DEV 

------------------------------------------------------------------------------------------------------------------------------------
'ARTICULAtE HI-VOL GIlVInEtUC a.-HOUR UG/CU nEt'R (%5 C) 
11101-91-7-01 
7)-01 " 0 0 1. 11. 'IJ • ~ .. 51. 91. IU. 117. U7. 137. liZ. 71. 6~. 1.7 
7)-OZ n 0 0 I. 21. U. 37. ~3. ~,. 69. 107. 101. 107. 69. ~8. ~S. I.~ 
7)-03 U 0 0 I. II. U. 39. ql. 61. 130. UI. UI. Ill. 1l0. 51. 51. 1.7 
71-0Q • I 0 I. U. U. n. U. 59. 71. 71. 71. 71. 6 •. ~7. ~6. I.q 

callOH nonOXIDE InSyaUnEntlL nonDISPERSIVE InFII-RID l-nOUI nG/cu nEtEI (15 C) 
~ll01-11-1-05 
13-01 U I'" 0 0 0.' 0.6 I.' 1.7 1.1 I.t ".6 5.1 7.5 19.6 11.1 1.5 1.1 I. 9~ 
73-01 t7 1121 0 0 0.6 0.1 0.6 1.1 1.7 1.3 1.5 .... 5.1 10 .• 9.1 1.0 1.7 1.8] 

CARlOn nOnOXIDE IHSYIUnENtlL nonDISP'I!IV' INFRa-lED i-HII-AVG nG/cu nEtEa (15 C) 
.1101-11-1-05 
13-01 1911 0 0 0.6 0.6 I.i 1.7 I." 3.1 ".1 5.1 6.6 '.1 1.1 
7)-01 111'1 0 0 0.6 0.6 0.' 1.1 1.7 1.3 1.6 ".1 5.5 6.9 6. I 
71-03 1 0 0 0.6 1.1 1.1 1.3 1.3 1.3 1.3 1.3 1.1 1.1 0.0 



C. SAROAD INTERAcrIVE SYSTEM 

The SAROAD Terminal System enables users to access air quality data files 
for retrieval via demand (interactive) terminals. The system is designed so 
that users who are not familiar with computers as well as users who are 
computer-oriented can access the system and submit their requests. 

When the computer is ready to accept commands, it will display 
'COMMANDS'. The user should select and enter a command word from the list 
shown in Table B-S. The command word can be entered in its entirety or can be 
abbreviated to the first two characters of the word. Where '.' is present in 
the command, it should appear after the first two characters if the 
abbreviated mode is being used; otherwise, the '=' should follow the full name 
of the command. 

Throughout the program the site-pollutant commands are listed as follows: 

'state=?? ' 
'site=???' 

The number of question marks following the equal sign defines the number of 
characters in that code. In the above examples, the state command requires 
two characters following the equal sign and site requires three. Asterisks 
are used in the 'do not care ' fields. 

An example interactive session is shown in Table B-6. The user is 
requesting a quarterly summary report. The SAROAD "quarterly summa.ries" 
command is an interactive function which allows the user to retrieve selected 
summary information for any site for a given pollutant. When the quarterly 
summaries (QS) function is entered, the user may ask for a listing of the 
available commands by responding 'Yes' to the display 'COMMAND LIST - - - YES 
OR NO?'. The final output for this example consists of quarterly reports of 
carbon monoxide concen·trations at Fairbanks. Alaska. Data such as these could 
be used. for calibration of air quality models such as CDM, as discussed in 
Section IV. 

D. REFERENCES 

B-1. U.S. Environmental Protection Agency, AEROS Manual Series Volume III: 
Summary and Retrieval, Third Edition, EPA-4S0/2-76-009b, Office of Air, 
Noise and Radiation,. Research Triangle Park, Ne, July 1981. 
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TABLE B-5. SAROAD COMMANDS 

THE VALID REPORT TYPES ARE: 

KR 
QR 

KEYS QUALIFYING REPORT 
QUARTERLY SUMMARIES REPORT 

THE VALID SITE-POLLUTANT COMMANDS ARE: 

STATE=?? 
AREA=???? 
SITE=??? 
AGENCY=? 
PROJECT=?? 
POLLUTANT=????? 
METHOD=?? 
INTERVAL=? 
BYEAR=?? 
BQUARTER=?? 
EYEAR=?? 
EQUARTER=?? 
KEY=??? •• 

THE STATE DESIRED 
THE CODE NUMBER FOR THE CITY OR COUNTY 
THE SITE NUMBER WITHIN THE AREA 
THE CODE FOR THE SPONSORING AGENCY 
THE CODE FOR THE TYPE OF SAMPLING 
THE CODE FOR THE DESIRED POLLUTANT 
THE CODE FOR THE SAMPLING METHOD 
THE CODE FOR THE SAMPLING INTERVAL 
BEGINNING YEAR DESIRED 
BEGINNING QUARTER DESIRED 
ENDING YEAR DESIRED 
ENDING QUARTER DESIRED 
THE COMPLETE KEY IN THE ORDER GIVEN ABOVE 
(32 CHARACTERS) 

THE VALID SUMMARY INFORMATION COMMANDS ARE: 

ALL ALL STATISTICS REQUIRED 

THE VALID COMMANDS FOR PROGRAM DIRECTION ARE: 

FIND 

NEXT ?? 

HELP 

END 

(QR) GETS THE FIRST SEQUENTIAL RECORD OF THE 
QUARTERLY SUMMARY INFORMATION CONTAINING 
THE USER INPUT KEY 

(KR) GETS ALL THE RECORD KEYS OF THE QUARTERLY 
SUMMARY FILE CONTAINING THE USER INPUT KEY 

(QR). GETS THE NEXT SEQUENTIAL RECORD OF THE 
QUARTERLY SUMMARY INFORMATION OF THE SUBSET 
CONTAINING THE USER INPUT KEY. ?? IS THE 
NUMBER OF RECORDS WANTED. 

LISTS ALL VALID COMMANDS 

SIGNALS END OF SESSION. PROGRAM ENDS •. 
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TABLE B-6. EXAHPLE INTERACTIVE SESSION 

V;;NA206\ 
SAROAD TERMINAL SYSTEM IV.21 DATE: 08/10178 

~ YOU USING A CRT TERMINR.L? I YES OR NO I 
ES W YOU WISH FOR INSTRUCTIONS? YES OR NO 

NO 

FUNCTION? 
t[ID 

AIR POLLUTION QUARTERLY DATA SUMMARY REQUESTS 

COMMAND LIST---YES OR NO? 

tYESI 

THE VALID REPORT TYPES ARE: 

KErS QUALIFYING REPORT 
QUARTERLY SUMMARIES REPORT 

THE VALID SITE~OLLUTANT COMMANDS ARE: 

'STATE:??' 
'AREA:????' 
'SITE:???' 
, AGENCY:?,' 
, PROJECT:??' 
'POLLUTANT:?????' 

. ~ ~~f~~~it:~?, 
'BYEAR:??' 
'BGUARTER:??' 
'BDAY:??' 
"EYEAR:??' 

. 'EQUARTER:??' 
'EDAY:??' 
'KEY:??? •• ' 

THE STATE DESIRED 
THE CODE NUMBER FOR. THE. CITY OR COUNTY 
THE SITE NUMHER WITHIN THE AREA 
THE COUE FOR T~E SPONSORINGAGE~CY 
THE CODE FOR THE TYPE OF SAMPL1NG. 
THE CODE FOR THE DESIRED POLLUTANT 

f~~ EBSt ~8~ f~t ~*~~C!~e ~~f~~A~ 
BEGINNING YE~R DESIRED 
BEGINNING QUARTE~ PES IRED 
NOT USED. ENTER. **. 
ENDING YEAR DESIRED 
ENDING QlJARTER DESIRED> 
NOT USED. ENTER **. 
THE COMPLETE OR PARTIAL KEY IN THE ORDER GIVEN ABOVE 

THE VALID SUMMARY INFORMAtION COMMANDS ARE: 

',ALL' 
'OBsERV' 
'M.IN' 
'MAX' 
'MTIME' 
'sMAX' 
'Ts' 
'~08SERV' 
'lSUB' 
'lCNT' 

ALL STATISTICS A~E REQUIRED 
THE NUMBER OF OBSERVATIONS 
THE MINIMUM VALUE ENCOUNTERED 
THE MAXIMUM VALUE ENCOUNTERED 
TIME MAXIMUM OCCURRED (MM:OA:HR) 
SECOND MAXIMUM VALUE 
TIME SECOND MAXIMUM OCCURRED (MM:OA:HR) 
THE PERCENT OF POSSIBLE OBSERVATIONS THAT ARE PRESENT 
ONE HALF THE MINIMUM DETECTABLE 
THE NUMBER OF .TIMES VALUES OCCURRED THAT WERE LESS 
THAN THE MINIMUM DETECTABLE 

FOR INTERVALS OTHER THAN 3, 8 AND 24 HOUR RUNNING AVERAGES--

'AMEAN' 
'GMEAN' 
'ASTDEV' 

THE ARITHMETIC MEAN 
THE GEOMETRIC MEAN 
THE ARITHMETIC STANDARD DEViATION 
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TABLE B-6. EXAHPLE INTERACTIVE SESSION (CONTlNUEV) 

'GSTDEV' 
'PVIOL.' 

.' sv IOL.' 

THE GEOMETRIC STANDARD DEVIATION 
NUMBER OF PRIMARY VIOL.ATIONS 
(BLANK IF NO STANDARDl 
NUMBER OF SECONOAHY V OL.ATIONS 
(BLANK IF NO 'STANDA~DI 

~OR J, a AND 24 HOUR RUN~ING AVERAGES--

• 'NPRI' 
INSEC' 
lop' 

'OS' 

NUMBER OF NON-OVERLAPPlNG PRIMARY VIOLATIONS 
NUMBER OF NON-OVERLAPPING SECONDARY VIOLATIONS 
NUMBER OF OVERLAPPING VALUES THAT EXCEEDED 
THE PRIMARY STANDARD 
~~~~c8~O~~~RS~~~P~~DVALUES THAT EXCEEDED 

VALID SUMMARiiATION CRITERIA COMMANDS ARE: , 
'CR! 
'NC' 
'BB' 

'8F' 

SELECT ONLY CRITERIA DATA 
SELECT ONLY NON-CRITERIA DATA 
SELECT BOTH CRr TERIA AND, NON~CRITE~iA DATA'. 
BLANK STATISTICS FOR NON-CRITERIA DATA. 
SELECT BOTH cRitERIA ANO NON~CRfrERiA DATA'. 
FLAG NON~CRITERiA DATA~ 

THE VALID COMMANDS FOR PROGRAM DIRECTION ARE: 

'F'IND' 

'NEXT ??' 

"?KEY' 
'XKEY' 
'HELP' 
'END' 

CQRl 

(KR) 

(QRl 

(QRl 

GETS T~E,FIRST. SEQUENTIAL RECORD ~~_T~E 
QUARTERLY SUMMARY INFORMATION CONTAINING 
THE USER INPUT KE:'f'. 
GETS. ALL THE RECORD KE.YS. OF TME .QUARTERL Y. 
SUMMARY FILE CONTAINING THE USER INPUT KEY 
i.GETS THE NEXT SEQUENTiAL ~EcoRD OF THE QUARTERLY 
SUMMARY INFORMATION OF THE SUBSET CONTAINING THE USER 
lNPUT KEy'. ??, IS THE .. NUMBER. OF. RECORDS WANrED', , 
2. IF NO MATCH ON 'FINO' COMMAND. A NEW KEY MUST 
BE INPUT~ . . 
ALLOwS USER TO LOOK AT CURRENT USER KEY 
FILLS USER KEY wiTH ALL ASTERISKS 
LISTS ALL COM~ANOS. 
SIGNALS END OF SESSION. PROGRAM ENOS. 

'~TART ENTERING COMMANDS 

COMMAND? 

@ 
KR = KEYS QUALIFYING REPORT 

COMMAND? 

~=020160.'.F •• 42101.~.7S0J0076020~ 

COMPLETE KEY=020160**.F •• 42101* •• 7S0J00760200 

COMMAND? 
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TABLE B-6. EXA}~LE INTERACTIVE SESSION (CONTINUED) 

KEYS QUAL.IFYlNG REPORT 

ST AREA SITE A PR POLL ME I I::IEG DATE 
KEY ENTERED: 02 0160 *** F ** 42101 •• .. 7512J .. 

ST ARE.A SITE A PR POLL ME I DATE 
KEYS MATCHING: 02 0160 013 F 01 42101 11 1 75/03 

02 0160 013 F 01 42101 11 1 75/04 
02 0160 01:3 F 01 42101 11 1 76/01 
02 0160 013 F 01 42101 11 1 76/02 
02 0160 013 F 01 42101 11 Z 75/03 
02 0160 013 F 01 42101 '11 Z 75/04 
02 0160 013 F 01 42101 11 Z 76/01 
02 0160 013 F 01 42101 11 Z 76/02 

NO'. MATCHING KE.YS: 8 

tOMMAND? 

@il 
QR = QUARTERLY SUMMARIE.S REPORT 

COMMAND? 

~E=020160013F014210111"75040075040~ 

COMPLETE KEY=020160013FOi421011i*~50400~5b400 

COMMAND? 

SITECODE=020160013FOl 
POLL/ME:42101!1 

FAIRBANKS ,ALASKA 

CARBON MONOXIDE 

COMMAND? 

ALL 

COMMAND? 

(@ 

UNITS=05 INT=l YR=~5 QR:04 . . 
INSTRUMENTAL NONDISPERSIVE INFRA-RED 

NEXT HIGHER SEQUENTIAL RECORD AFTER USER INPUT KEY 

END DATE 
7602** 

(CONTINUED) 
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TABLE B-6. EXAMPLE INTERACTIVE SESSION (CONCLUDED) 

FAIRI:lANKS 
~6~t~~~~~~t8l~201JFOl UNITS:05 INT:Z YR!~~ASKeR:Ol 
CARBON MONOXIDE INSTRUMENTAL NONDISPERSIVE INFRA-RED 
~ OBSERVATIONS: 1807 
MAXIMUM: 
MINIMUM: 
SUBSTITUTE VALUE: 

: ~~~~~6I~JI~~~L~~~~~S= 
~ NON~OVLP PRi~VIOLATIONS : 
",NON-OVLP SEC-VIOLATIONS: 
TIME MAXIMUM OCCURRED: 
TIME SECOND MAXIMUM OCCURRED: 
SECOND MAXIMUM VALUE= 
#.t' QVLP VALS EXCEEDWG PRIMARY= , 
" OVLP VALS EXCEEDING SECONDARY= 

::50.6 
.3 
.3 

15g 
26 

,. 26 
01:22:18 
61:22:22 

23~7 
153 
153 

S~TECODE~02016001JFOi FAIR~ANKS ,,!~~ASKA , 
POLL/ME=4210111 UNITS=b5. " ~Nr=~" YR~75 _QR=02 
~AS~g~RVAT~8~g~IDE INSTRUMENTAL NONDIS~~~SIVE INFRA-RED 

MAXIMUM= 
~;NIMUM= , 
SUBSTITUTE VALUE= 
~ SUBSTITUTIONS MADE: 
~ SECONDARY VIOLATlONS: 
# NON~OVLP PRI~VIOLATIONS = 

'I~gNM2~I~u~ESC~6~~~6~ONS : 
TIME SECOND MAXIMUM OCCURRED= 
~EtOND MAXIMUM VALUE: 
" OVLP VALS EXCEEDING PRIMARY: 
~ OVLP VALS EXCEEDING SECONDARY: 

4,.2 
.;5 
.3 

8 
o 

04:04:ig 
0;':03:'12 

4'.0 
o 
o 

SITECODE=020160013FOl 
PQLL/ME:4210111 

,FAIR~ANKS , '~LASKA, 
UNITS=05 .INT=Z. , j'Ri:75 '_ QR=03 

CARBON MONOXIDE 
~. OBSERVATIONS= 

INSTRUMENTAL NONDIS~E~SIVE INFRA-REO 

MAXlMUM: -
, ., 

MINIMUM: 
SUBSTITUTE VALUE= 
~-SUBSTITUTIONS MADE: 
~ SECONDARY VIOLATIONS: 
~ NON-OVLP PRi~VIOLATIONS : 
~.NON~OVLP.SEC~VIOLATIONS = 
TIME MAXIMUM OCCURRED= 
SE~bNaE~~~~M~~x~~~~EgcCURRED: 
~ OVLP VALS EXCEEDING PRIMARY: 

·1946 
3, • ., 

,. ;5 
.J 
o 
o 
o 

" 0 
~7::z3:2? 
09:173H 

o 



APPENDIX C 

EXAMPLE OF USE OF HISARS BATCH-ORIENTED DATA BASE 

A. DESCRIPTION OF HISARS 

The acronym "HISARS" stands for "Hydrologic Information Storage and 
Retrieval System." This computer facility for manipulating a hydrologic data 
base was written by Dr. E.H. Wiser of North Carolina State University 
(Reference C-1). It is provided for use at the University of Florida through 
the Institute of Food and Agricultural Science (IF AS) Department of 
Statistics. The system's command ianguage is so simple that students can 
make good use of HISARS after an hour of studying the user's manual 
(Reference C-2). 

The full version of HISARS contains data on rainfall, air temperature, pan 
evaporation, evaporation pan temperature, occurrences of weather events (e.g., 
fog, thunder, tornado, etc.), snowfall, stream flow, stream hydrograph 
information, stream dam characteristics, and a descriptive file on stream 
environmental conditions. However, the version available at the University of 
Florida contains only National Weather Service data from stations in Florida 
(i.e., no stream data). The data are stored on a computer disk pack, so that 
users must run batch jobs which are executed once the disk pack has been 
accessed. Typical turnaround time for a high-priority job is 5-10 minutes. 
However, the system could readily be made interactive if the data were stored 
in a form immediately accessible to the computer. In practice, the use of 
batch mode is frequently preferable since many typical information requests 
produce an amount of data which is easier to read and evaluate when seen on a 
print-out rather than a few lines at a time on a computer terminal screen. 
This is particularly true if the user is scanning the data files to see what 
available data might be relevant to his problem; so that he can then submit a 
more detailed and limited data request. 

B. HISARS LANGUAGE 

HISARS contains its data on different data files which are listed in the 
user's manual. Once an appropriate data file has been chosen, the computer 
can be directed to read that file with the IBM Job Control Language (JCL) 
command .. / / EXEC filename." Data can then be extracted using HISARS command 
language. The HISARS commands are shown in Table C-l; most of them are in the 
form "COMMAND ••• operand. .. The "COMMAND" tells the computer what type of 
operation to perform, while the "operand" gives the details of the 
operation. For instance, all requests for a particular section of the data 
record start with the command "PERIOD," while the operand specifies the 
starting and ending dates of the period of interest. Each set of commands 
specifying a particular data retrieval starts with the command "ACCESS," which 
is then followed bya string of commands which specify the data type, 
measurement location, period of interest and type of output required. 

C. EXAMPLE OF USE 

A hypothetical hydrology problem provides a good example of how HISARS 
might be used. A number of lakes are situated in and around Gainesville, 
Florida. Suppose that a monthly water budget must be calculated for one of 
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Command 

ACCESS 

STATION 

ALTERNATIVE 

LOCATION 

BASIN 

REGION 

COUNTY 

ELEVATION 

AREA 

PERIOD 

LIST 

PllOCESS 

COpy 

AND 

OR 

TABLE C-l. 

Operand(s) 

None 

One word description of data 
type (e. g., RAINFALL, TEMPERA
TURE, ETC.) 

One or more 6-digit numbers 
specifying station(s) at which 
data were measured. 

One or more code numbers. 

One or more 4 to 10 digit 
numbers. 

One or more code numbers. 

One or more 2-digit code 
numbers. 

One or more county names 

Minimum eleva'ion, maximum 
elevation 

Minimum area, maximum area 

"Starting date" to "ending 
date'" 

"INDEX", "MONTHLY" or "DAILY" 

Various 

Several 

None 

None 

HISARS COMMAND LANGUAGE 

Command Use 

First command in a string specifying a particular data retrieval; 
indicata beginning of co-.nd string. 

Specifies type of data required - data .ust be available on the 
file specified in the job control language written before the 
"ACCESS" co_nd. 

Can be used to retrieve data from one or ~re stations whose 
code numbers are known to the· user. 

Can be used to specify a "flag code" on stations (e.g., a 
particular. code number could be attached to all stations te~ded 
by a particular agency). 

Requests data from all stations within the specified area(s). 
Areas defined by latitude and longitude. Areas must be a 
quadrangle, and may be up to one degree or down to 60/64 
minutes on each side. 

Requests data from all scations within the specified river 
basin(s) or water use area(s).· 

Requests data from all stations within the specified NWS 
climatological region(s). 

Requests data from all stations within the naaed counties. 

Requests data from all stations within the specified minimum 
and maximum elevations. 

Requests data from all stations within a river basin having 
an area between the specified minimum and maximum drainage areas. 

Specifies period of interest for which data are required. Dates 
are specified numerically (e.g. January 1976 - "1/1976"). 
Default value is complete period of record. 

Specifies printed output, "INDEX" gives a s ..... ry of the periods 
of complete record available at the specified stations. 
"MONTHLY" and "DAILY" specify monthly or daily .... asured values 
in standard formats. (E.g., total daily or ~nthly rainfall, 
maximum and minimum daily temperatures, average maximum and 
minimum monthly temperatures, etc.) 

Perfor.. statistical analyses on requested data, prints results. 

Writes requested data onto disk file or c~uter tape in 
standardized formats. Data can then be read as input data for 
another computer program; it is often necessary to write a 
program to manipulate the data into a suitable format for input 
into another program. 

Logical "and" used to link two or more data request commands. 

Logical "or" used to link two or more data request-cOlalllands. 
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TABLE C-2. PROGRAM TO SEARCH FOR APPROPRIATE STATION RECORDS 

0000 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 

//DFM JOB (2006,3401,2,2,0),'D.F.MACINTYRE',CLASS=A 
/.PASSWORD 
/+ROUTE PRINT REMOTE1 
/+SETUP 
// EXEC 
ACCESS 
ELEMENT 
COUNTY 
LIST 
// EXEC 
ACCESS 
ELEMENT 
COUNTY 
LIST 

0014 // EXEC 
1)015 ACCESS 
0016 ELEMENT 
0017 COUNTY 
0018 LIST 
0019 .r'. EOJ 
Er-m OF WORK· 

3330,CROP01 
RAIN 

RAINFALL 
ALACHUA 
Ir-1DEX 

EVAP 

EVAPORATION 
ALACHUA 
INItEX 

TEMP 

FILE 

TEMPERA-TURE 
ALACHUA 
I r-mE>< 
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these lakes for the years 1970 through 1979. In addition, a rainfall-runoff 
model is to be calibrated for an intermittent creek that drains into the lake, 
for which daily discharge measurements during 1979 are available. The lake is 
typical of many Florida lakes in that it has no permanent inflows or outflows; 
it may be thought of as a large depression. The only inputs are rainfall and 
runoff from rain falLing on its surrounding watershed, while the only outputs 
are evaporation and groundwater seepage. In order to estimate inputs and 
outputs for the lake some knowledge of rainfall, evaporation and potential 
interaction with groundwater is therefore required. In calculating runoff 
over a long term it is sometimes useful to estimate the amount of water lost 
to evapotranspiration; and for this purpose information on temperatures is 
needed. 

HISARS can help with the need for rainfall, evaporation, and temperature 
data, but it does not contain information on groundwater. The first use of 
RISARS will be to see if any stations can be found near the hypothetical lake 
which contain rainfall, evaporation and temperature data measured during the 
period 1970 through 1979. The rainfall, evaporation and temperature files 
must therefore be accessed. In addition to specifying the source file, 
candidate stations and type of output desired must also be specified. For 
this example, it is assumed that specific stations near the lake are not 
known; hence, one of the commands that instruct the program to search all 
stations within a geographical area around the lake must De used. The two 
most appropriate such commands are LOCAXION and COUNTY. Using LOCATION all 
stations within a quadrangle centered on the lake could be specified, while 
using COUNTY requests HISARS to specify all stations in the surrounding 
counties. Since Gainesville is located very centrally in Alachua County, the 
simpler command is "COUNTY ALACHUA." For output, a summary of the available 
data is desired; output is specified as "LIST INDEX." The program which does 
this is shown in Table C-2, and the output is shown in Tables C-3 through C-S. 

From these tables, it can be seen that three stations are close enough to 
Gainesville to be worth considering as being representative of conditions at 
the lake. Of these three stations, only Gainesville 2 WSW (code number 08-
3321) has records covering the years 1970 through 1979. A second program can 
now be written to extract the required data. Again, the rainfall, evaporation 
and temperature files must be accessed. The specific station from which data 
are required (number 08-3321) can now be specified for the water budget. 
Monthly data on rainfall, evaporation and temperature for the period 1970 
through 1979 are required, so "PERIOD 1/1970 to 12/1979" and "LIST MONTHLY" 
for these elements is specified. However, daily rainfall data are also 
required to compare with daily discharge measurements during 1979 so that the 
rainfall-runoff model can be calibrated. Hence, "PERIOD 1/1979 to 12/1979" 
and "LIST DAILY" for rainfall is also specified. This program is shown in 
Table C-6, and the output from it is shown in Tables C-7 through C-10. 

The data in Tables C-7, C-8 and C-10 are complete, but many of the values 
in the table of lOOnthly evaporation values (Table C-9) are followed by " 
symbols. This means that these months contain missing data for one or more 
days. It would be advisable to look at the daily listings for these lOOnths so 
that some es~imating technique could be applied to fill in the missing data. 
To use the data as input to computer programs for calculating the water budget 
and rainfall runoff relationship, the user could manually keypunch the data 
from the written output tables. Alternatively, the user could submit another 
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TABLE C-3. SUMMARY OF AVAILABLE RAIN DATA 

R~INFALL STATIONS P~QE 

GAINESVILLE UNIVERSITY OF FLA ALACHUA STATION NO. 08-3316 
LATITUDE 29-39-00. LONOITUDE 82-21-00 OEOQRAPHIC LOCATION BLOCK 2982-424-224 
ELEVATION 17 FT f'lSL REOlON BA81N 

PERIOD OF RECORD8 LENOTH. f'lONTHB. 
01/1903 - 04/1905 28 
0611905 - 06/1928 277 
08/1928 - 1211963 425 

GAINESVILLE 2 WSW ALACHUA STATION NO. 08-3321 
LAn TUDE 29-3S-00. LONOITUDE 82-22-00 OEOORAPHIC LOCATION BLOCK 2982-424-222 
ELEVATION 92 FT f'lSL REOION BA81N 

PERIOD OF RECORDS LENOTH. f'lONTHS 
10/1953 - 10/1954 13 
12/1954 - 03/1955 4 
05/1955 - 10/1955 6 
12/19~5 - 12/1955 1 

1-'. 
02/19~6 - 05/1956 .4 
07/1956 - 10/1956 4 

0 12/1956 - 02/1957 3 -...J 
05/19~7 - 12/1979 272 

GAINESVILLE FAA ",. ALACHUA STATION NO. 08-3326 
LATITUDE 29-42-00 LDNOJTUDE 82-16-00 OEOORAPHIC LOCATION BLOCK 2982-424-412 
ELEVATION 14 FT f'lSL REOION BABIN 

PERIOD OF RECORD8 LENOTH. f'lDNTHB 
05/1960 - 12/1969 116 

HIGH SPRINOS ALACHUA STATION NO. 08-3956 
LATJTVyE 29-~-OO LONOITUDE 82-36-00 OEOORAPHIC LOCATION ILOCK 2982-341-324 
ILEVAT ON 6~ P'T f'l8L REOION BABIN 

PERIOD OF RECORDS LENOTH. t1ONTH8 
07/1948 - 03/1958 117 
05/19~8 - 02/1971 154 
04/1971 - 10/1972 19 
12/1972 - 12/1979 85 

ISLAND OROVE ALACHUA STATION NO. 08-4327 
LATITUDE 29-27-00 LONOITUDE 82-06-00 OEOORAPHIC LOCATION BLOCK 2982-144-321 
ELEVATION 74 FT f'lSL REO ION BASIN 

PERIOD OF RECORDS LENOTH. f'lONTHS 
10/1955 - 06/1963 93 
08/1963 - 12/1979 197 

f'IEI..ftOSI!: ALACHUA STATION NO. 08-5622 
LATITUyE "9-43-00 LONQITUDE 82-03-00 GEOQRAPHIC LOCATION BLOCK 2982-414-423 
ELEVAT ON 1'5 FT f'l8L REGION BASIN 

PERIOD OF RECORDS LENGTH. f'lDNTHS 
11/19~9 - 05/1961 19 
0811961 - 02/1969 91 



TABLE C-4. SUMMARY OF AVAILABLE EVAPORATION DATA 

EVAPORATION STATIONS PAGE 

GAINESVILLE UNIVERSITV OF FLA ALACHUA STATION NO. 08-3316 
LATITUDE 29-39-00 LONgITUDE BiZ-iZl-00 gEOgRAPHIC LOCATION BLOCK 29B2-424-224 
ELEVATION 17 FT !'ISL REgION BASIN 

PERIOD OF RECORDS L£NgTH. !'IONTHa 
1~/170~ - 12/190~ 1 
06/1919 - 06/1919 1 
07/19~1 - 07/1921 1 
02/1750 02/19~0 1 
11/195iZ - 11/19~2 1 
01/1"5~ - 01/19~~ 1 
12/175~ - 01/19~6 iZ 
12/1956 - 12/19~6 1 
0~/1957 - 02/19~7 1 
06/19~7 - liZ/1960 43 
02/1961 - liZ/1963 3~ 

1-'. GAINESVILLE iZ WSW ALACHUA STATION NO. 08-3321 0 
CO LATITUDE 29-3B-00 LONgLTUDE BiZ-iZiZ-OO GEOgRAPHIC LOCATION BLOCK 29BiZ-424-22iZ 

ELEVATIDN . 92 FT.!'ISL REgION BASIN 
PERIOD OF RECORDS LENGTH. I'IDNTHS 
10/17~3 - 10/19~4 13 
12/1754 - 03/19~~ 4 
O~/17~~ - 10/19~~ 6 
12/175~ - 12/19" 1 
02/1?~6 - 0"19'6 4 
07/17~6 - 10/19~6 4 
A~/17~6 - 02/19~7 3 
O/I?~7 - 12/1960 44 

02/1961 - liZ/1979 227 
HIGH SPRINGS ALACHUA STATION NO. 08-3956 

LATITUDE 29-00-00 LONgITUDE 82-36-00 GEOGRAPHIC LOCATION BLOCK 2982-341-324 
ELEVATION 6'~ FT !'ISL RECUON BASIN 

PERIOD OF RECORDS LENGTH. !'IONTH8 
1?/19~0 - 12/19~0 1 
OJ/1952 - 01/19~2 1 
0~/175iZ - 03/19~2 1 
IJ/1952 - 01/19~3 3 
03/1753 - 03/19'3 1 
A~/19~3 - 01/19'4 iZ 
'l/19~4 - 07/19~4 1 
lJ/l?~' - 11/19" 1 
On/l?~6 - OiZ/19~6 1 
lP/l?~6 - 12/19~6 1 
03/1957 - 03/19'7 1 
12/1?~e - liZ/19~8 1 

ISLAND GROVE ALACHUA STATION NO. 08-4327 
LATITUDE 29-iZ7-00 LONGITUDE B2-06-OO GEOGRAPHIC LOCATION BLOCK 29B2-144-321 
ELEVATION 7-4 FT !'ISL REgION BASIN 

PERIOD OF RECORDS LENGTH. I'IDNTHS 
0'/1757 - 0~/19~7 1 

(CONTINUED) 
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TABLE C-4. SUMMARY OF AVAILABLE EVAPORATION DATA (CONCLUDED) 

.... -!: 

EVAPORATION STATIONS PAQE 2 

ALACHUA STATION NO. 08-'622 
LATITUDE 29-43-00 LONQ I TUDE S2-03-00 QEOQRAPHIC LOCATION BLOCK 29S2-414-423 
ELEVATION l' FT MSL REQION BASIN 

PERIOD OF RECORDS LENgTH. MONTHS 
02/1963 - 02/1963 1 



TABLE C-S. SUMMARY OF AVAILABLE TEMPERATURE DATA 

TEMPERATURE 9T~TIONS PAGE 

GAINESVILLE UNI OF Fl II ALACHUA STATION NO. OB-3316 
LATITUDE 29-39-00 LONGITU~ B2-21-00 GEOGRAPHIC LOCATION BLOCK 29B2-424-224 
ELEVATION 170 FT M8L REGION BASIN 

PERIOD OF RECORDS LENGTH. MONTHS 
OJI1903 - 04/190~ 2B 
06/1?0~ - 06/192S 277 
OB/19;18 - 12/1963 42~ 

GAINESVILLE 2 WSW ALACHUA STATION NO. OB-3321 
LATITUDE 29-38-00 LONGITUDE 82-22-00 GEOGRAPHIC LOCATION BLOCK 2982-424-222 
ELEVATION 92 FT MSL REGION BASIN 

PERIOn OF RECORDS LENgTH. MONTHS 
10/19~3 - 10/19~4 13 
12/19~4 - 03/19~~ 4 
O~/19~~ - 10/19~~ 6 
l?ll~~~ - 12/19~~ 1 

~. 0~/l?b6 - 0~/19~6 4 
~ 07/19~6 - 10/19~6 4 
0 lP/l?56 - 02/19~7 3 

0~/l?b7 - 12/1979 272 
GAINESVILLE FAA AP ALACHUA STATION NO. OB-3326 

LATITUDE 29-42-00 LONGITUDE B2-16-00 GEOGRAPHIC LOCATION BLOCK 29B2-424-412 
ELEVATION 140 FT M6L REGION BASIN 

PERIOD OF RECORDS , LENgTH. MONTHS 
0~/1960 - 12/1969 116 

HIgH SPRINgS ALACHUA STATION NO. OB-3956 
LATITUDE 2?-50-00 LONGITUDE B2-36-00 GEOGRAPHIC LOCATION BLOCK 2982-341-324 
ELEVATION 6~ FT MSL REGION BASIN 

PFRJOn OF RECORDS LENGTH. MONTHS 
0'l/1948 - 03/19~8 117 
0~/19~8 - 02/1971 154 
04/19'l1 - 10/1972 19 
J2/19'l2 - 11/1973 12 
07/1974 - 12/1974 6 
0?/19'l~ - 12/1979 59 

MELROSE ALACHUA STATION NO. 08-5622 
LATITUDE 29-43-00 LONGITUDE B2-03-00 GEOGRAPHIC LOCATION BLOCK 29B2-414-423 
ELEVATION 15 FT MSL REGION BASIN 

PERIon OF RECORDS LENGTH. MONTHB 
JJ/19~9 - 05/1960 7 
07/1960 - 0~/1961 11 
08/1961 - 02/1969 91 
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TABLE C-6. PROGRAM TO EXTRACT THE REQUIRED DATA 

0000 //DFM JOB C2006,3401,2,2,0),'D.F.MACINTYRE',CLASS=2 
0001 /.PASSWORD . 
0002 /.ROUTE PRINT REMOTE1 
0003 /.SETUP 3330,CROPOl 
0004 // EXEC RAIN 
0005· ACCESS 
0006 ELEMENT 
0007 STATION 
0008 PERIOD 
0009 LIST 
0010 ACCESS 
0011 ELEMENT 
0012 STATION 
0013 PERIOD 
0014 LIST 
0015 // EXEC EVAP 
0016 ACCESS 
0017 ELEMENT 
0018 STATION 
0019 PERIOD 
0020 LIST 
0021 // EXEC TEMP 
0022 ACCESS 
0023 ELEMENT 
0024 STATION 
0025 PERIOD 
0026 LIST 
0027 /. EOJ 
END OF laIORK FILE 

RAIN 
083321 
1/1970 TO 
MONTHLV 

RAIN 
083321 
1/1979 
DAILV 

TO 12/1979 

EVAPORATION 
08~321 
1/1970 TO 12/1979 
MONTHLV 

TEMPERATURE 
083321 
1/1970 TO 12/1979 
MONTHLV 
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TABLE C-7. LISTING OF MONTHLY PRECIPITATION FROM 1970 THROUGH 1979 

PAOE 1 
0AlNE8VILLE 2 WSW ALACHU4 "TATION NO. 08-3321 

TOTAL MONTHLV PRECIPITATION IN INCHE8 
.JANUARY FEBRUARY "ARCH APRIL HAY .JUf£ .JULY AUOUBT SEPTEMBER OCTOIER NOVEMBER DECEMBER ANNUAL 11: AVE 

1970 4.32 7. 9 iii! 7. " 2. 98 6. 93 6.~ 7. :u. 10. 80 1.87 3. 97 0 . ., iii!. " tl '3 116 
a97i 3. 00 ~Jr 2. gy j. 99 3. " ~. '" g.47 12. 73 3. 19 .4. ~.22 ~: Ig , .~4 96 
197 4. 98 7. , .89 9.19 I .:Z:Z . U. 12. 99 1. I ., .27 6 . " 130 
1973 4.16 •. g3 6. 14 ,. 7. 3.91 6.72 6. 29 2. 93 3.84 0. " 0.84 '.13 '0. 60 91 
1974 O. 2!! 2. 8 iiiI. 39 1. 11 '.68 10.0' 7.9' 7.20 1.iiil7 O. 9t 1.03 4.03 !!O. " 97 
1915 3. It 4.25 0.'" 2.21 5.01 4.81 6.45 4.41 12. " 3.01 1. 05 3.69 51. 60 99 

~ 1916 1.20 1. 4' 1.46 3. 19 6.6' 11.31 4.59 2.84 '.36 2. :u 2. 18 4. 91 48. II 92 
t-" 1971 3.3' 4.16 !.22 0.83 0.46 2.26 1.44 1.10 5.72 O. 13 1.95 4.94 33.56 64 
N 1918 6.20 4.'8 .02 O. 64 3. 4' 3.90 10. :u. 9.64 0.2!! 0.41 0.00 4. 79 49.20 94 

1919 8. 69 2.34 1. 11 B. 18 3.36 4. " 4. 39 1.39 12.23 O. " 1. 32 6.09 S9.92 I1S 

MEAN 3.93 3.9iii1 3. SO 3.08 4.8' 6.41 !!. TS 1.80 5.33 1.49 . 1. 86 4.30 
NO. ~F 

I'ION HB 10 10 10 10 10 10 10 10 10 10 10 10 
PERCENT 

ANNUAL 1.6 1.6 6.9 5.9 9.3 12.3 11.1 15.0 10.3 2.9 3.6 B.3 

MEAN ANNUAL PRECIPITATION S2. 21 INCHES 



TABLE C-8. LISTING OF DAILY PRECIPITATION DURING 1979 

PAGE 

QAINESVILLE 2 WSW ALACHUA 09-3321 

1979 
DAILY PRECIPITATION IN INCHES 

JANUARY FEBRUMY I1ARCH APRIL "AY JUNE JULY AUQUST aEPTEHBER OCTOBER NOVEMBER DECEMBER 
1 T 1. 15 0.91 0.40 O. 12 0.09 

I 1.3' 0.10 T T 0.53 
g.26 T T 

T .01 O'i$ 5 0.04 3.23 0.09 t. 
~ g. 18 0.95 0.36 0.44 1.0' 

O. liU •• 0!04 
0.25 4.26 

e 0.91 O. 55 0.12 0.," 
9 O. 98 0.26 T 0.67 

10 0.34 1.95 T 0.01 
t-' • 11 0.11 O. 17 0.06 0.g3 0.02 0.43 
t-' 12 A. 12 T 0.41 T 1. gg O. l 0.05 
W 13 .96 0.13. 0.3 0.3 0.01 

14 T 0.92 0.29 O. 10 O·aa 0.01 
15 O. 12 0.07 O. 0.01 
16 0.01 0.49 1.09 0.49 17 0.49 T 0.05 
18 0.08 19 0.04 
20 T T 8:31 0.01 T 21 2.32 T 22 1. 53 0.09 ,.22 23 O. 17 T 1.02 .04 24 0.94 1.20 0.47 0.1Z7 g:~8 0.26 0.09 .1i 0.01 
2' IZ.OI 0.48 O. 1 O. 12 0.09 26 T 0.47 0.02 1.~ O. 18 27 0.60 0.07 0.1Z4 O. 28 T O. 10 29 0.29 0.03 2.40 T 30 0.40 T 0.03 0.39 0.13 31 0.48 0.24 0.B2 0.47 T 

TOTAL 8.69 2.34 1. 17 e.19 3.36 4.55 4.39 7.3'9 lIZ. 23 0.11 1.32 6.09 
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TABLE C-9. LISTING OF MONTHLY EVAPORATION FROM 1970 THROUGH 1979 

PAOE . 1 

GAINESYILLE 2 WSW AI..ACHlM STATION NO. 08-3321 

TOTAL HONTlILY EVAPORATION IN INCHES AND WIN> I1qYEHENT IN HILES 

"ANUMY FEBRUARY HARCH APRIL I1IIY ~ .JULY Al.OUST SEPTE"BER OCTOBER NOYE"BER DEC~IER ANNUAL X AYE 

1970 2. 20- 2.'5- 4. :14- , . .,,- 7. In- •. 67- '.00- ,. ,0- 5. 88 

I~II l~·l 
3110l 58. '8 

~6'7 t:U- &'Ta fBJ- ~~~~- ~~H 70 
'4, &06J i, 14- 13~U .2 

1971 . ~' ',' '.6 -
14 7 &'04 6&a 134 ~?' - 91 .~~ l~a ~4'7 1~8 100 

1'7a a.82- .36 .'Pl- . 1 .54- 7. 6. ,,- .iI- .56- 6 .41 
1'00 A720 1811 1732 1563 1942 1080 966 971 1383 1159 12S6 16993 106 

1.73 2. 50- .39- 4.96- 6.71- 8.46 6. 74- 7.32 6.45 5.23 5. 5 4. 10 2. 79- 63. '5 
1-". 1405 1726 &681 1688 1567 1041 '21 .so 1096 '~lB 14~2 1696 16581 104 
I-" 1974 3. 17 .14 .69 7. 55 7.92 •. 79- '.44 5. 75 '5.60 3. 6 2.81- 65.09 
-I:'- 1206 A772 1772 1771 1395 1011 929 741 874 1757 1213 1192 15623 99 

1975 3.32 .26- 5. 93 6.66 7.38- '.67 5.49 6.57 4.94- 4.67 3.26 2.63- 60. 79 
14S5 1215 1859 1494 1061 1124 885 749 869 

1306 1295 1235 14577 92 
1976 2.34- . 18 5.48- .43- '.05- 5.81- 7.~ 6. to 5.06 .95 2.81 2.05- 59.28 

1627 1411 189- lZSg- 537 409 8~~ 6B3 507 1059 969 1309- 9064 
1977 2.64- .23 fan 7.4 8.30 9.35 6. 5- 5. '2- 4.79 3.00- 2. 17- 67. 74 

1697 1482 J471 J352 1482 1080 1076 740 1098 866- 1261 1'409 97 
1979 2.24- 2. 12- 4.68- .87 .5S- r~ ".51- 5.89- 5. 86 '.03 3.69- 2. 73- 61. 22 

1684 1473 1976 1819 1741 1187 1014 1133 1635- 1368 2030 18359 115 
1979 1. 92- 2.07- 5.63 6.41- 6. 58 '.81 6.91-· 6.20 4. 58- 5.22 3.46 2.45- 58.24 

2325 1816_ :zo:n 1843- 1554 14.1 1243 987 1464 1321 1385 1530 I 89S6 119 

~ANS 3.06 3.99 5.64 7.34 7.92 7.39 6.97 6.21 5.66 4.'7 3. " 2.90 
1601 1572 1838 1613 1338 1191 942 .S88 954 1334 1212 1439 

NO. OF 
~NTHS 3 4 6 5 4 5 7 5 7 10 7 2 

PERCENT 
ANNUAL 4.7 6. 1 8.7 11.3 12.0 11.3 10. 7 9.5 8. 7 7.' 5.4 4.5 

10.1 9.9 11.6 10.2 B.4 7.5 6.0 5.6 6.0 •. 4 7.7 9. 1 

HEAN ANNUAL EYAPORATION 65. 44 INCHES 
MEAN ANNUAL WIND I'tOVEI'ENT 159Zit HILES 



TABLE C-10. LISTING OF MONTHLY TEMPERATURES FROM 1970 THROUGH 1979 

. PAGE 1 

GAINESVILLE ~ WBW ALACtflJofl ITATION NO. 0.-3321 

AVERAGE MONTHLY MAXIMUM AND MINIMUH TEMPERATURES IN DEOREEI F . 

.JANUARY FEBRUARY MARCH APRIL HAY .JUNE .JULY AlOUST SEPTEMBER OCTOBER NOVEMBER DECEMBER /IINNU/IIL X /liVE 

1970 62.6 67. 9 75.6 93.1 87.4 90.1 92.2 99. 5 91.5 86.1 73.6 73.6 91. 2 99 
40.2 40. 9 52.6 60. 5 62.5 68.3 70.7 72.4 70.8 63. ~ 44.4 45. 5 57. 8 99 

1971 69. 8 73. 6 74.2 81. :3 96.9 91. , 90.3 91. 0 99.2 95. 77. 2 77.4 92. 4 100 
I--' 44.6 46. 7 46.4 5:5. 3 61. 0 6&. 5 70.4 70.9 6&.6 64.0 50.3 55.9 5&. 6 100 
1--'. 1972 74.5 69. 5 77.9 91.9 8:i.6 89.0 92 3 91. 9 91. 6 85.4 74.9 73.9 82.4 100 
In 53.2 45.4 50.8 57.3 65.0 69.9 71. 0 70.9 67.9 62.0 54.6 51.2 :59.9 102 

1973 70.2 67.8 79.5 79.6 87.5 90.6 91. 9 91. 6 99.8 84·S 80.7 69.9 82.0 100 
46.9 43. 1 56. 1 54.& 63.1 70.5 72 3 71.4 71. 9 60. 54.8 44.5 59.3 101 

1974 80.B 73.2 90.8 B3.4 Ba. 7 90.1 89.5 90.5 90. 1 Bl.6 76. 1 69.3 B2.9 101 
58.2 45. 4 54. 1 54.9 64.8 68. I 69·t 70.9 70.7 56. 9 50.::1 46.0 59.::1 101 

1975 75.5 ~6.5 78. 1 83. 5 89.7 90.8 88. 9::1. I 88.6 84.0 76. 1 70.::1 82.8 101 
49.3 2.0 52.4 57.4 65.9 69.8 71. 0 70.9 69.5 63.9 53.9 44.1 60.0 102 

1976 67.9 75.~ 91.2 92.2 84.9 89.1 92.5 91. 1 B8.8 80.6 70. 9 67.6 80.9 99 
39.3 46. 54.9 55.4 63.2 67.9 71.0 71.0 68.2 55. 5 4'. 4 44.9 57.0 97 

1977 60.4 6B.4 80.9 83.5 89. 5 95.7 95.1 92. 1 91. 1 81. 6 77.5 68.6 82. I 100 
36.2 40. 5 56.7 55. 5 62.6 70.5 71.9 73.0 72.0 56. 5 :5:5. 1 45.4 58. 1 99 

197B 63.4 62.4 74.8 B4.6 88.4 90.8 90.7 91.9 91.2 84. 1 91. :3 73. 1 91. , 99 
40. 1 39. 3 4&.9 55. 1 64.5 70.6 72.1 71. 1 69.9 60.2 56. 1 49.3 58. 1 99 

1979 66.0 68.8 77.2 82.6 86.0 90.6 93.2 91. 5 98. 1 84.8 77. 2 69.7 81. 4 99 
42.0 42. 1 48.6 59.2 62.5 68.1- 72.8 71.2 71.9 58. :Ht 53.3 46.9 58.2 

MEANB '9.1 70.4 78.0 82.' B7.' 90. 7 91.6 91.3 90.0 83'1 76.6 71.3 
45.0 44.2 52.2 56. 5 63.5 69. 1 71. 3 71.4 70.0 60. :51.8 47.4 

NO. OF 
MONTHS 10 10 10 10 10 10 10 10 10 9 10 10 

MEAN ANNUAL MAXIMUM TEMPERATURE 82. ° DEOREES F. 
MEAN ANNUAL I'UNIHUI'I TEHPERATURE 58.. DEQREES F. 



program similar to that in Table C-6, using the "COPY" command to extract the 
required d<lta and tr:lnsfcr them onto a disk file or computer tape. The disk 
file or computer tape could then be used as an input file for the other 
computer programs. As described in Section IV, it is proposed that the Air 
Force system automatically perform the extraction and data reformatting; the 
above remarks pertain to the effort currently necessary on the University of 
Florida HISARS system. 
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